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## Preface

This book contains recent research on interval methods for solving nonlinear constraint satisfaction, optimization and similar problems. It presents a comprehensive survey of applications: it includes various branches of robotics, artificial intelligence systems, economy, control theory, dynamical systems theory and others. The book is completed with three Appendices, describing the notation, representation of numbers, used as intervals' endpoints and example implementations of the interval data type in a few programming languages.
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## Chapter 1 Introduction

The generic problem we are considering in this monograph can be formulated as follows:

$$
\begin{equation*}
\text { Find all } x \in X \text { such that } P(x) \text { is fulfilled. } \tag{1.1}
\end{equation*}
$$

Here, $P(x)$ is a formula with a free variable $x$ and $X \subseteq \mathbb{R}^{n}$.
The above problem is ubiquitous and pretty general; we can think of it as some generalization of a constraint satisfaction problem (CSP). Its instances include:

- systems of equations-then $P(x)$ means " $(f(x)=0)$ " for some function $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$;
- constraint satisfaction problems-then $P(x)$ means " $(g(x) \leq 0)$ " or" $((g(x) \leq$ 0 ) and $(f(x)=0))$ ", for $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{1}}, f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m_{2}}$;
- global optimization problems-then $P(x)$ means " $(\forall t \in X)(f(x) \leq f(t))$ ", for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$;
- problems of seeking Pareto-optimal points of a multicriteria problem-then $P(x)$ means " $(\forall t \in X)\left((\forall i=1, \ldots, N)\left(f_{i}(x) \leq f_{i}(t)\right)\right.$ or $(\exists j \in[1 . . N])\left(f_{j}(x)<\right.$ $\left.f_{j}(t)\right)$ )", for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{N}$;
- and many other problems discussed, i.a., in Chap. 4 (cf. also [6, 7]).

As we can easily tell, the problem under consideration might be a decision problem, an optimization problem, an approximation problem or virtually any other type of problems encountered in several branches of science and engineering.

Rarely have such problems been considered, in the past. Typically, the problem under consideration has been formulated as an optimization problem or a CSP, or an instance of another well-known type of problems. Yet, in this monograph, an approach to solve the generic problem is proposed.

What can the formula $P$ be like, in general? It is a formula, in the first-order logic [1]. But in what formal system?

As a first-order formula, $P$ consists of variables (ranging over some domain $X$, or over a few domains), constants (with numerical values), comparison signs ( $=, \leq, \geq,<,>$ ), logical conjunctions (and, or, not), logical quantifiers ( $\forall$ and $\exists$;
generalizations, like Mostowski's quantifiers [8], may be considered, as well), and functions (like $f(x)$, in the above examples).

To define the formal system precisely, we should clarify, what function symbols can be used in our formulae. As it has been stated in many former papers (in particular, $[3,5])$, these functions have to be computable, i.e., to allow bounding their value for each argument, with a given accuracy. This is certainly possible for Lipschitzcontinuous functions, i.e., functions satisfying the condition:

$$
(\exists L \geq 0) \quad(\forall x \in X) \quad(\forall y \in X) \quad\|f(x)-f(y)\| \leq L \cdot\|x-y\|,
$$

for some norm \| $\|$ ||.
Yet, it is worth noting that Lipschitz functions are not the only ones that can be bounded. As pointed in [4] or [10], even functions that are nowhere smooth or differentiable can sometimes be bounded (using interval methods, as we shall see).

It is possible that so-called Hausdorff-continuous functions [11] are the most general class of functions that can be used to construct the formula $P$, but this important conjecture has not been proven yet, and it will not be further studied in this monograph. What is relevant is how to solve problems of type (1.1) for several commonly encountered classes of functions: polynomials, rational functions, common transcendental functions (like exp, $\sin , \cos$, etc.), and possibly also other functions.

When restricting to polynomial functions, symbolic quantifier elimination methods (like cylindrical algebraic decomposition) may be sufficient for solving them. This property does not hold for more general classes of functions [9], and purely symbolic techniques tend to be inefficient, even if applicable; yet there are other approaches, as well [2].

But why are problems of type (1.1) so important to us? Firstly, because, as we have said, they are very common in several branches of science and engineering (cf., e.g., Chap. 9, for the survey of applications). Secondly, because we have a proper tool for solving them. This tool, the so-called interval analysis, is going to be presented in the next chapter.

The remainder of the book is organized as follows. After introducing interval calculus in Chap. 2, we present algorithmic differentiation techniques, in Chap.3. These techniques help us to bound not only functions, discussed above, but also their derivatives. In particular, the author's library ADHC is briefly presented.

Then, in Chap. 4, the author proposes the main generic branch-and-bound-type algorithm for solving problems of type (1.1). Its logical structure and basic features are analyzed and discussed.

In Chap. 5, the simplest instance of the generic algorithm is presented: the branch-and-prune algorithm. This version is adequate for solving equations systems and constraint satisfaction problems. Results of the author and other researchers are reviewed and the author's HIBA_USNE solver is presented.

Chapter 6 reviews three other types of quantified problems that can be solved using the proposed interval B\&BT algorithm: global optimization, seeking Pareto-sets of multicriteria problems and seeking game solutions.

Next, in Chap. 7, problems and issues of parallelization of B\&BT algorithms are presented. Both shared-memory and distributed-memory environments are considered. Several tools and features are mentioned.

Libraries and other software available for interval B\&BT algorithms are the subject of Chap. 8. Then, in Chap.9, applications are discussed. The survey tends to be comprehensive: it includes various branches of robotics, artificial intelligence systems, economy, control theory, dynamical systems theory, and others.

The book is completed with three Appendices, describing the notation (to make it easy for checking, while reading the monograph), representation of numbers, used as intervals' endpoints (floating-point numbers, fixed-point numbers and unums) and example implementations of the interval data type in a few programming languages.
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## Chapter 2 <br> Interval Calculus

### 2.1 Introduction

Interval calculus is a branch of numerical analysis and mathematics that operates on sets rather than numbers; specifically, it operates on intervals, obviously. A domain strictly conjuncted with the interval analysis is the so-called reliable computing that performs verified (or "certified", as many authors say) computations, rigorously bounding the numerical and any other errors.

Why do we need such computations? The exhaustive answer to this question is more complicated than it seems. Let us postpone it until Sect.2.9. Now, let us just briefly say, it finds applications in description of several kinds of errors and uncertainty, including numerical inaccuracy and measurement errors. But, as we shall see later, this is only a small part of fields, where intervals can be (and often are) used.

First works and concepts on interval calculus have been developed (independently) by Norbert Wiener, Warmus [36], Moore [26] and other researchers, in the first decades of the XX-th century. The first comprehensive study is due to Ramon E. Moore, in his Ph.D. dissertation, defended in 1962 at Stanford University, while his first published book [25] occurred in 1966. Also, Moore is usually considered to be the "founding father" of the interval calculus.

Since than, this approach slowly becomes more and more widely accepted in many branches of science and engineering.

Libraries and other software working with intervals will be surveyed in Chap. 8. Here, let us present the theory.

### 2.2 Basics of Interval Computations

The idea of interval analysis can be found in several textbooks; e.g., [10, 15, 17, 22, 26, 27, 35].

We define the (closed) interval $[\underline{x}, \bar{x}]$ as a set $\{x \in \mathbb{R} \mid \underline{x} \leq x \leq \bar{x}\}$. We denote all intervals by brackets; open ones will be denoted as $] \underline{x}, \bar{x}[$ and partially open as:
$[\underline{x}, \bar{x}[,] \underline{x}, \bar{x}]$. (We prefer this notation to using the parenthesis, that are used also to denote sequences, vectors, etc.)

In computer programs, we (typically) represent an interval usually as a pair of numbers: its endpoints. Should we add some flags to indicate, if the interval is closed, open or half-open? We discuss this in more details below, in Sect. 2.8; here let us just say that usually, we restrict ourselves to representing closed intervals.

Following [19], we use boldface lowercase letters to denote interval variables, e.g., $\mathbf{x}, \mathbf{y}, \mathbf{z}$, and $\mathbb{R} \mathbb{R}$ denotes the set of all real intervals.

### 2.3 Operations on Intervals

We design arithmetic (and other) operations on intervals so that the following condition was fulfilled:

$$
\begin{equation*}
\odot \in\{+,-, \cdot, /\}, a \in \mathbf{a}, b \in \mathbf{b} \text { implies } a \odot b \in \mathbf{a} \odot \mathbf{b} . \tag{2.1}
\end{equation*}
$$

### 2.3.1 Interval Arithmetic

The actual formulae for arithmetic operations-see, e.g., [10, 15, 17]-are as follows:

$$
\begin{align*}
& {[\underline{a}, \bar{a}]+[\underline{b}, \bar{b}]=[\underline{a}+\underline{b}, \bar{a}+\bar{b}],} \\
& {[\underline{a}, \bar{a}]-[\underline{b}, \bar{b}]=[\underline{a}-\bar{b}, \bar{a}-\underline{b}],}  \tag{2.2}\\
& {[\underline{a}, \bar{a}] \cdot[\underline{b}, \bar{b}]=[\min (\underline{a b}, \underline{a} \bar{b}, \bar{a} \underline{b}, \bar{a} \bar{b}), \max (\underline{a b}, \underline{a} \bar{b}, \bar{a} \underline{b}, \bar{a} \bar{a} \bar{b})],} \\
& {[\underline{a}, \bar{a}] /[\underline{b}, \bar{b}]=[\underline{a}, \bar{a}] \cdot[1 / \bar{b}, 1 / \underline{b}], \quad 0 \notin[\underline{b}, \bar{b}] .}
\end{align*}
$$

It is worth noting, that division by an interval containing zero is also possible-in the extended Kahan-Novoa-Ratz arithmetic [17]:

$$
\mathbf{a} / \mathbf{b}=\left\{\begin{array}{r}
\mathbf{a} \cdot[1 / \bar{b}, 1 / \underline{b}] \text { for } 0 \notin \mathbf{b}  \tag{2.3}\\
{[-\infty,+\infty] \text { for } 0 \in \mathbf{a} \text { and } 0 \in \mathbf{b}} \\
{[\bar{a} / \underline{b},+\infty] \text { for } \bar{a}<0 \text { and } \underline{b}<\bar{b}=0} \\
{[-\infty, \bar{a} / \bar{b}] \cup[\bar{a} / \underline{b},+\infty] \text { for } \bar{a}<0 \text { and } \underline{b}<0<\bar{b}} \\
{[-\infty, \bar{a} / \bar{b}] \text { for } \bar{a}<0 \text { and } 0=\underline{b}<\bar{b}} \\
{[-\infty, \underline{a} / \underline{b}] \text { for } 0<\underline{a} \text { and } \underline{\bar{b}}=0} \\
{[-\infty, \underline{a} / \underline{b}] \cup[\underline{a} / \bar{b},+\infty] \text { for } 0<\underline{a} \text { and } \underline{b}<0<\bar{b}} \\
{[\underline{a} / \bar{b},+\infty] \text { for } a<0 \text { and } 0=\underline{b}<\bar{b}} \\
\emptyset \text { for } 0 \notin \mathbf{a} \text { and } 0=\mathbf{b}
\end{array} .\right.
$$

Remark 2.1 Formulae (2.2), although well-known, are less universal than they would seem. If the endpoints are represented using the IEEE 754 Standard for floating-point numbers [13], these endpoints can have infinite values. So what would be the result of the following multiplication: $[0,1] \cdot[1,+\infty]$ ? According to Formulae (2.2), we obtain a NaN (Not any Number) for the right endpoint, but we can simply bound the set:

$$
\{z=x \cdot y \mid x \in[0,1], y \in[1,+\infty]\}
$$

its bounds are obviously: $[0,+\infty]$.
Various interval libraries and packages implement such operations in different manners; some unification has been provided by the IEEE Standard 1788-2015 [14]. We get back to this topic in Chap. 8 .

The definition of interval vector $\mathbf{x}$, a subset of $\mathbb{R}^{n}$ is straightforward: $\mathbb{R}^{n} \supset \mathbf{x}=$ $\mathbf{x}_{1} \times \cdots \times \mathbf{x}_{n}$. Traditionally, an interval vector is called a box.

### 2.3.2 Interval Enclosures of Other Operations and Functions

We can obtain similar formulae for power of an interval:

$$
[\underline{a}, \bar{a}]^{n}=\left\{\begin{array}{c}
{\left[\underline{a}^{n}, \bar{a}^{n}\right] \text { for odd } n}  \tag{2.4}\\
{\left[\min \left\{\underline{a}^{n}, \bar{a}^{n}\right\}, \max \left\{\underline{a}^{n}, \bar{a}^{n}\right\}\right] \text { for even } n \text { and } 0 \notin[\underline{a}, \bar{a}]} \\
{\left[0, \max \left\{\underline{a}^{n}, \bar{a}^{n}\right\}\right] \text { for even } n \text { and } 0 \in[\underline{a}, \bar{a}]}
\end{array} .\right.
$$

and other transcendental functions, e.g.:

$$
\begin{aligned}
\exp ([\underline{a}, \bar{a}) & =[\exp (\underline{a}), \exp (\bar{a})] \\
\log ([\underline{a}, \bar{a}) & =[\log (\underline{a}), \log (\bar{a})], \text { for } \underline{a}>0
\end{aligned}
$$

Links between real and interval functions are set by the notion of an inclusion function: see; e.g., [15]; also called an interval extension; e.g., [17]. But before we describe this notion, let us devote a few words to properties of interval operations.

### 2.3.3 Auxiliary Operations

For each interval, we can define its width (sometimes called its diameter): wid $\mathbf{x}=$ $\bar{x}-\underline{x}$ and midpoint: $\operatorname{mid} \mathbf{x}=\frac{x+\bar{x}}{2}$.

The interval hull $\square S$ of the set $S \subseteq \mathbb{R}^{n}$ is the smallest box $\mathbf{x} \in \mathbb{R}^{n}$ such that $\mathbf{x} \supseteq S$. This notion should not be confused with a convex hull, that is in general not a box.

This terminology and notation follows [19].

### 2.4 Properties and Features of the Interval Calculus

The arithmetic defined by formule (2.2) has properties very different than the arithmetic of real numbers.

Let us consider the simplest example: what is the value of $\mathbf{x}-\mathbf{x}$ ? According to (2.2), we obtain $[\underline{x}-\bar{x}, \bar{x}-\underline{x}]$, which is not necessarily zero; it would be zero only for the degenerate case of $\underline{x}=\bar{x}$. This means, intervals of the set $\mathbb{I} \mathbb{R}$ do not form a group, not to mention a ring, field or linear space.

Remark 2.2 It is worth noting that there are some extensions of the traditional interval arithmetic, making some superset $\mathbb{K} \mathbb{R}$ of $\mathbb{R} \mathbb{R}$ a group. This is obtained by introducing so-called improper intervals, i.e., "intervals" $[\underline{x}, \bar{x}]$ such that $\underline{x}>\bar{x}$. Discussion of Kaucher arithmetic (see [16]; cf. [35]) or modal interval arithmetic [3, 4], while interesting and important, is beyond the scope of this monograph.

Also, the law of distributivity is in general not fulfilled for intervals. Instead, we have the so-called subdistributivity principle:

$$
\mathbf{a} \cdot(\mathbf{b}+\mathbf{c}) \subseteq \mathbf{a b}+\mathbf{a c} .
$$

Inclusion in the above formula becomes equality only under some specific circumstances, e.g., when a is a degenerate interval $[a, a]$. Other cases are discussed in a very interesting paper [34].

As these properties are very different from the ones known from the arithmetic of real-numbers, they are not as much different from the arithmetic of floating-point numbers. It is well-known that the numerical accuracy of an expression depends on the formula that is used. Yet for intervals of arbitrary length (numerical errors are usually assumed to be "small"), the problem is even more important.

Details will become clear in the next section, where we shall discuss various interval extensions of a function.

### 2.5 Interval Extension of a Function

Definition 2.1 A function $f: \mathbb{R} \rightarrow \mathbb{R} \mathbb{R}$ is an inclusion function of $f: \mathbb{R} \rightarrow \mathbb{R}$, if for each interval $\mathbf{x}$ within the domain of $f$ the following condition is satisfied:

$$
\{f(x) \mid x \in \mathbf{x}\} \subseteq f(\mathbf{x})
$$

The definition is analogous for functions $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$.

### 2.5.1 Most Common Forms of Interval Extensions

Obviously, a so-called natural interval extension, consisting of the same operations as the real-valued function, is its interval extension. This property is a direct consequence of (2.1).

Example 2.1 Consider the function $f(x)=x^{2}+x+1$. Its natural interval extension is, obviously, $f(\mathbf{x})=\mathbf{x}^{2}+\mathbf{x}+1$.

Obviously, so are other interval extensions, derived from other expressions, that would be equivalent for real numbers, but may be more (or less) precise for intervals: $f_{1}(\mathbf{x})=\mathbf{x} \cdot(\mathbf{x}+1)+1$ and $\mathrm{f}_{2}(\mathbf{x})=\left(\mathbf{x}+\frac{1}{2}\right)^{2}+\frac{3}{4}$.

Another commonly used interval extension or, more precisely, class of interval extensions, are so-called centered forms of the inclusion function. They appear as follows:

$$
\begin{equation*}
\mathrm{f}_{c}(\mathbf{x})=\mathrm{f}(c)+\nabla \mathrm{f}(\mathbf{x}) \cdot(\mathbf{x}-c), \text { where } c \in \mathbf{x} . \tag{2.5}
\end{equation*}
$$

Usually $c=\operatorname{mid} \mathbf{x}$ is taken (and the centered form is then called the meanvalue form). Other points might be also useful; so-called corner forms have even been patented.

Example 2.2 Consider the function $f(x)$ from Example 2.1. The meanvalue form of its interval extension is: $\mathrm{f}_{c}(\mathbf{x})=\check{x}^{2}+\check{x}+1+\nabla \mathrm{f}(\mathbf{x}) \cdot(\mathbf{x}-\check{x})$, where $\check{x}=\operatorname{mid} \mathbf{x}$ and $\nabla f(\mathbf{x})=2 \cdot \mathbf{x}+1$.

When computing interval operations-either the ones above or computing the enclosure for a transcendental function-we can round the lower bound downward and the upper bound upward. This will result in an interval that will be overestimated, but will be guaranteed to contain the true result of the real-number operation. An interesting theoretical analysis of rounded computations can be found, e.g., in [21] or, in a more modern approach, [23], where it is considered with relation to current architectures of Intel processors.

### 2.5.2 How to Construct Formulae for Interval-Valued Functions?

So, there can be several interval extensions of the same real-valued function $f$. Accuracies of these extensions may differ to the high extent; also on various subareas of the domain of $f$, various interval extensions can be more precise. Which of them to choose? What criteria to use?

There are no simple answers to these questions. Let us consider a univariate polynomial: $f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}$. Its natural interval extension:

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\mathbf{a}_{0}+\mathbf{a}_{1} \mathbf{x}+\mathbf{a}_{2} \mathbf{x}^{2}+\cdots+\mathbf{a}_{n} \mathbf{x}^{n}, \tag{2.6}
\end{equation*}
$$

may certainly be severely overestimated.
For floating-point numbers, it is well-known that the optimal-both in terms of accuracy and efficiency-manner to compute the value of a polynomial is to use the Horner's form. But the interval Horner-form of the extension function:

$$
\begin{equation*}
f(\mathbf{x})=\mathbf{a}_{0}+\mathbf{x} \cdot\left(\mathbf{a}_{1}+\mathbf{x} \cdot(\ldots)\right), \tag{2.7}
\end{equation*}
$$

is not necessarily a good option. As we already know, a sequence of multiplications of the same interval is, in general, less precise than the power of an interval.

In [11], so-called remainder forms are proposed, instead. But they are no panacea and for more sophisticated functions (or even for multivariate polynomials), we may need something different.

It seems very worthwhile to seek some symbolic techniques to transform expressions before their evaluation in interval arithmetic. Some efforts have been performed in this area, particularly using the Gröbner bases theory for polynomial systemssee, e.g., $[1,5,28]$. Nevertheless it seems, much can (and should) be improved in this area.

### 2.6 Comparison of Intervals

What order (or orders) does the space of intervals have? A few partial orders can be considered.

The one defined by the inclusion relation $\mathbf{x} \subseteq \mathbf{y}$ is particularly important in several algorithms. We shall meet such algorithms, in particular, in Sects. 5.3 and 5.5.

Another order is enforced by the relation " $<$ ": $\mathbf{x}<\mathbf{y}$, iff $(\forall x \in \mathbf{x})(\forall y \in \mathbf{y})(x<$ $y)$. Obviously, this simply means $\bar{x}<\underline{y}$.

Some authors (e.g., [22]) consider yet other po-relations, e.g., $\mathbf{x} \leq \mathbf{y}$, iff $\underline{x} \leq \underline{y}$ and $\bar{x} \leq \bar{y}$. This relation seems to have lower importance and it will not be considered here.

All of the above relations have been po-relations, which means some pairs of intervals are incomparable with respect to these orders. Nevertheless, for some practical problems, we need some policy (or at least heuristic) to compare arbitrary pairs of intervals. The following example will show the need for such relation.

Example 2.3 Assume we have $x \in \mathbf{x}=[0,4]$ and $y \in \mathbf{y}=[1,5]$. Which of these two quantities is larger (cf. Fig. 2.1)? Obviously, we cannot determine whether $x \leq y$ or $y \leq x$.

Fig. 2.1 Comparison of intervals $\mathbf{x}=[0,4]$ and $\mathbf{y}=[1,5]$ Example (2.3)

Fig. 2.2 Comparison of intervals $\mathbf{x}=[0,5]$ and $\mathbf{y}=[1,3]$


But if we were to guess, what would we choose? Suppose, we have two choose between two technologies to use in our projects and experts are to estimate the costs. They can provide intervals only: one has the cost $x \in \mathbf{x}$ and the other one $y \in \mathbf{y}$.

It is intuitively obvious, we should choose the technology with $\cos t x \in \mathbf{x}=[0,4]$.
In Example 2.3, the result was obvious; although, it might not be obvious to verbalize the rationale behind our choice. For other pairs of intervals, say $\mathbf{x}=[0,5]$ and $\mathbf{y}=[1,3]$ (cf. Fig. 2.2), the decision would be less intuitive. How can we compare arbitrary intervals? There are a few heuristics for that. In a very interesting survey, Sevastjanov et al. [32] distinguish three classes of approaches to the intervals’ comparison problem:

- "qualitative" heuristics, based on diagrammatic representation of intervals [24],
- "quantitative" heuristics, based on measuring distance between intervals,
- hybrid approaches.

In a series of papers, various of these approaches are elaborated and generalized to the case of fuzzy intervals [30]. Some sort of summary has been done in Sect.3.2 of [31].

Dempster-Shafer theory
One of the approaches is based on the Dempster-Shafer theory [2]; cf. also [29, 30, 33]. It allows us to describe the degree of certainty (so-called belief function) and possibility (so-called plausibility function) of $x \leq y$ being fulfilled. This way, we obtain, the so-called belief interval of a condition, having a probabilistic interpretation (lower and upper probability of $x \leq y$ ).

For instance, let us consider intervals $\mathbf{x}=[0,4]$ and $\mathbf{y}=[1,5]$ from Example 2.3. Define two independent random variables: $X$, uniformly distributed on $\mathbf{x}$, and $Y$, uniformly distributed on $\mathbf{y}$. Analyzing the likelihood of $X \leq Y$, we obtain four possibilities (cf. Fig. 2.1):
(a) $H_{1}=\{X \in[0,1]$ and $Y \in[1,4]\}$,
(b) $H_{2}=\{X \in[0,1]$ and $Y \in[4,5]\}$,
(c) $H_{3}=\{X \in[1,4]$ and $Y \in[1,4]\}$,
(d) $H_{4}=\{X \in[1,4]$ and $Y \in[4,5]\}$.

Please note that $X \leq Y$ is certain for cases (a), (b) and (d) and possible for (c). The basic probability assignment to these events are:

$$
\begin{aligned}
& P\left(H_{1}\right)=\frac{1-0}{4-0} \cdot \frac{4-1}{5-1}=\frac{1}{4} \cdot \frac{3}{4}=\frac{3}{16}, \\
& P\left(H_{2}\right)=\frac{1-0}{4-0} \cdot \frac{5-4}{5-1}=\frac{1}{4} \cdot \frac{1}{4}=\frac{1}{16}, \\
& P\left(H_{3}\right)=\frac{4-1}{4-0} \cdot \frac{4-1}{5-1}=\frac{3}{4} \cdot \frac{3}{4}=\frac{9}{16}, \\
& P\left(H_{4}\right)=\frac{4-1}{4-0} \cdot \frac{5-4}{5-1}=\frac{3}{4} \cdot \frac{1}{4}=\frac{3}{16} .
\end{aligned}
$$

And we obtain:

$$
\begin{aligned}
\operatorname{Bel}(\{X \leq Y\}) & =P\left(H_{1}\right)+P\left(H_{2}\right)+P\left(H_{4}\right)=\frac{7}{16} \\
P l(\{X \leq Y\}) & =P\left(H_{1}\right)+P\left(H_{2}\right)+P\left(H_{3}\right)+P\left(H_{4}\right)=1 .
\end{aligned}
$$

Please note that, in the case presented in Fig. 2.2, we have some evidence for both $x \leq y$ and $x \geq y$. Details can be found in [33].
Other approaches
Some of the approaches attempt to use the metric on the $\mathbb{R} \mathbb{R}$ space (see the next section); the metric describes how far the intervals are from each other, but does not specify, which of them is "higher" and which is"lower".

Finally, it turns out, that usually the most convenient and proper manner of comparing intervals is to simply compare their midpoints, i.e.,:

$$
\begin{equation*}
\mathbf{x} \preceq \mathbf{y}, \text { iff }(\underline{x}+\bar{x}) \leq(\underline{y}+\bar{y}) . \tag{2.8}
\end{equation*}
$$

This approach is compatible with our intuition for Example 2.3 and results in $\mathbf{y} \preceq \mathbf{x}$ for $\mathbf{x}=[0,5]$ and $\mathbf{y}=[1,3]$.

Obviously, comparing midpoints of intervals is a specific case of using the Hurwicz criterion [12], i.e., comparing weighted sums (mixtures) of endpoints:

$$
\begin{equation*}
\alpha_{H} \cdot \bar{x}+\left(1-\alpha_{H}\right) \cdot \underline{x}, \tag{2.9}
\end{equation*}
$$

where $\alpha_{H}$ denotes the level of optimism-pessimism of the decision maker. It is easy to observe that for $\alpha_{H}=\frac{1}{2}$, we compare the midpoints.

Fig. 2.3 Comparison of intervals $\mathbf{x}=[0,3]$ and $\mathbf{y}=[3,5]$
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Anyway, all the above approaches for comparing intervals have been heuristical and more or less prone to failures. The only situation when we can reliably compare intervals is when $(\forall x \in \mathbf{x})(\forall y \in \mathbf{y})(x<y)$, like in Fig. 2.3.

### 2.7 A Metric on the Space of Intervals

We can define a metric on the space of intervals. The most commonly used one is:

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\max (|\underline{x}-\underline{y}|,|\bar{x}-\bar{y}|) . \tag{2.10}
\end{equation*}
$$

Please note, however, that, in spaces of intervals, the metric has a different role, than in spaces of numbers. It should be the most convenient to explain it, using an example.

Example 2.4 Assume we have a real-valued quantity $u$ that we want to approximate. We obtained two floating-point estimates (e.g., using two different algorithms): $u_{1}$ and $u_{2}$. The metric $d$ in the space real numbers (or real vectors) gives us the hint about the quality of these estimates; if $\left|u_{1}-u_{2}\right|$ is small enough, then the estimates are (probably) good.

Now, assume, we have interval enclosures of $u: \mathbf{u}_{1}$ and $\mathbf{u}_{2}$. Consider two situations:
(a) $d\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right) \leq \varepsilon$, but $\mathbf{u}_{1} \cap \mathbf{u}_{2}=\emptyset$,
(b) we have relatively high $d\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right)$, but $\mathbf{u}_{1} \cap \mathbf{u}_{2}$ is nonempty, yet narrow.

In contrast to the non-interval case, the in the first situation, we have no good estimate (although, we know that the algorithms or their input have not been correct!), but in the second case, we got a quite good enclosure of $u: \mathbf{u}_{1} \cap \mathbf{u}_{2}$.

### 2.8 Open or Closed Intervals?

We have already stated that usually, we use only closed intervals in our computations. What about open and half-open ones?

The answer to this question is not trivial. As it will be presented in Chap. 8, there are some packages that allow us to represent non-closed intervals as well. Nevertheless, most authors agree about representing closed intervals only; also the IEEE 1788-2015 Standard [14] is consistent with it.

The reasons are thoroughly discussed by Shary in Sect. 1.11B of his book [35]. Briefly summarizing this discussion, the space of closed intervals is compact, while the space of all possible intervals is not. Performing computations in a non-compact space would result in several subtle difficulties; for instance, a sequence in such a space does not necessarily achieve its limit. Also, the metric (2.10) would become a pseudo-metric, as intervals $[\underline{x}, \bar{x}],] \underline{x}, \bar{x}],[\underline{x}, \bar{x}[$ and $] \underline{x}, \bar{x}[$ would not be distinguishable by it.

### 2.9 Purposes of the Interval Calculus

Now, let us answer the question, why and for what to use interval methods? The answer to this question is more complicated than it might seem at the first glance.

To the best knowledge of the author, initially, the approach has been developed as a tool to deal with numerical inaccuracy; at least these were the considerations of Warmus and Moore. However, in this context, their usefulness is questionable. For floating-point computations, the traditional Wilkinson's error analysis [37] is sufficient, usually. Obviously, there are exceptions to this rule (see e.g., the Rump's example in [10]), but they are relatively rare.

Nevertheless, there are several other kinds of imprecision; in addition to numerical errors, we have:

- discretization errors,
- truncation errors (e.g., for infinite series),
- inexact data; e.g., results of measurements,
- human-related uncertainty: e.g., precise description of decision-makers' preferences,
- uncertainty related to decisions taken by another decision-makers,
- ...

Intervals give us the tool to bound all these kinds of uncertainty. Indeed, robust control, processing measurements and game theory are areas, where interval methods have found some important applications; cf., e.g., $[6-9,15,18,20]$.

Yet, in the opinion of the author, interval calculus should not be understood as a tool of uncertainty description, but rather as an approach to seek points satisfying a certain logical condition. Uncertainty description is a subclass of this category of problems-we seek some parameter values such that either for each uncertain value a condition is fulfilled or there exists such value in the range of an uncertain quantity that a condition is fulfilled. But there are also important applications not related to uncertainty description. This approach is described in Chap. 4 of this volume.

## Problems

2.1 Given $f(x)=x^{3}+x^{2}$ compute $\mathrm{f}(\mathbf{x})$ for $\mathbf{x}=[-2,-1],[1,2],[-2,2]$. Which of these values are sharp?
2.2 Check if the distributivity law $\mathbf{a} \cdot(\mathbf{b}+\mathbf{c})=\mathbf{a b}+\mathbf{a c}$ is fulfilled for:
(a) $\mathbf{a}=[2,2], \mathbf{b}=[3,5], \mathbf{c}=[-1,1]$,
(b) $\mathbf{a}=[-2,2], \mathbf{b}=[3,5], \mathbf{c}=[-1,1]$,
(c) $\mathbf{a}=[-2,2], \mathbf{b}=[3,5], \mathbf{c}=[1,4]$,
(d) $\mathbf{a}=[-2,2], \mathbf{b}=[-3,3], \mathbf{c}=[-1,1]$,
(e) $\mathbf{a}=[1,2], \mathbf{b}=[3,5], \mathbf{c}=[-4,-1]$,
(f) $\mathbf{a}=[1,2], \mathbf{b}=[-5,-3], \mathbf{c}=[-4,1]$.
2.3 Compute belief and plausibility functions for $x \leq y$ from Figs. 2.2 and 2.3.
2.4 Implement a simple class interval and basic interval arithmetic operations in one of the object-oriented programming languages. Outward rounding can be neglected in the solution of this exercise.
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## Chapter 3 <br> Bounding Derivatives by Algorithmic Differentiation

### 3.1 Interval Algorithms and Derivatives Computation

On the face of it, this is not obvious that derivatives are useful in solving problems of type (1.1). Actually, there might be some instances of this problem for which derivatives would be of little help. Nevertheless, in many practical cases (cf. any of the quoted papers of the author or any textbook on interval analysis), derivatives (or slopes, or yet another equivalent of derivatives; cf., e.g., [8, 11, 17]) are very useful in interval algorithms.

In general, we can state that:

- first-order necessary conditions for several problems are formulated using derivatives, e.g., Fritz John conditions for optimization or analogous conditions for Pareto-optimization or seeking game solutions,
- the interval Newton operator makes use of some version of derivatives; this operator is the main tool in bounding solutions of equations and inequalities, which-as explained in Chap. 4-is crucial in both phases of Algorithm 1.

But to utilize derivatives (or slopes) in an interval solver, their values have to be bounded somehow. How to compute bounds on the derivatives of a function?

### 3.1.1 Basic Approaches

Classical numerical differentiation tools, based on finite-differences, are of little (or virtually no) help. They are rather inaccurate (especially, when trying to compute higher derivatives) and there is no obvious way to bound the error, which is crucial for interval methods (cf. Chap. 2).

Symbolic differentiation is more adequate, but it has several drawbacks, also. It requires a separate (and complicated) toolset to transform formulae and the resulting expressions may be complicated and impractical; cf. [11].

Algorithmic differentiation (often called "automatic differentiation") turns out to be a feasible alternative to the both above approaches (see, e.g., [9-11]).

### 3.2 Algorithmic Differentiation

This technique is based on the following observation: each function evaluated by a computer is described by a computer program, that consists of several elementary operations (arithmetic operations, transcendental functions, etc.). And it is known, how to compute derivatives of such elementary operations. So, we can enhance this program, so that it computed derivative(s) together with the original function.

The basic rule is called the chain rule:

$$
\begin{equation*}
\frac{\partial}{\partial x} f(g(x))=\frac{\partial f}{\partial w} \cdot \frac{\partial w}{\partial x} . \tag{3.1}
\end{equation*}
$$

Using (3.1), it is possible to decompose complicated expressions to "atoms" that can be differentiated, and "assemble" the derivative from the "building blocks".

For instance, for basic arithmetic operations, we have the following formulae:

$$
\begin{aligned}
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle+\left\langle\mathbf{v}, \mathbf{v}^{\prime}\right\rangle & =\left\langle\mathbf{u}+\mathbf{v}, \mathbf{u}^{\prime}+\mathbf{v}^{\prime}\right\rangle, \\
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle-\left\langle\mathbf{v}, \mathbf{v}^{\prime}\right\rangle & =\left\langle\mathbf{u}-\mathbf{v}, \mathbf{u}^{\prime}-\mathbf{v}^{\prime}\right\rangle, \\
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle \cdot\left\langle\mathbf{v}, \mathbf{v}^{\prime}\right\rangle & =\left\langle\mathbf{u} \cdot \mathbf{v}, \mathbf{u} \cdot \mathbf{v}^{\prime}+\mathbf{u}^{\prime} \cdot \mathbf{v}\right\rangle, \\
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle /\left\langle\mathbf{v}, \mathbf{v}^{\prime}\right\rangle & =\left\langle\mathbf{u} / \mathbf{v},\left(\mathbf{u}^{\prime} \cdot \mathbf{v}-\mathbf{u} \cdot \mathbf{v}^{\prime}\right) / \mathbf{v}^{2}\right\rangle .
\end{aligned}
$$

Other operations, e.g., power or transcendental functions, can be extended in an analogous manner, e.g.:

$$
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle^{n}=\left\langle\mathbf{u}^{n}, n \mathbf{u}^{n-1} \mathbf{u}^{\prime}\right\rangle
$$

Let us consider a simple example, to make the things more explicit.

## Example 3.1

$$
\begin{aligned}
& f(x)=x^{2}-3 x+2, \\
& \mathbf{x}=[-1,2], \\
& \left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle=\langle[-1,2],[1,1]\rangle, \\
& \left\langle\mathbf{y}, \mathbf{y}^{\prime}\right\rangle=\mathrm{f}\left(\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle\right), \\
& \mathrm{f}\left(\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle\right)=\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle^{2}-3 \cdot\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle+\langle 2,0\rangle, \\
& \left\langle\mathbf{y}, \mathbf{y}^{\prime}\right\rangle=\langle[-1,2],[1,1]\rangle^{2}-3 \cdot\langle[-1,2],[1,1]\rangle+\langle 2,0\rangle, \\
& \left\langle\mathbf{y}, \mathbf{y}^{\prime}\right\rangle=\langle[0,4],[-2,4]\rangle+\langle[-6,3],[-3,-3]\rangle+\langle[2,2],[0,0]\rangle, \\
& \left\langle\mathbf{y}, \mathbf{y}^{\prime}\right\rangle=\langle[-4,9],[-5,1]\rangle .
\end{aligned}
$$

We can consider also computing higher derivatives-then the record has more fields, e.g., $\left\langle\mathbf{u}, \mathbf{u}^{\prime}, \mathbf{u}^{\prime \prime}, \mathbf{u}^{\prime \prime \prime}\right\rangle$; the formulae are analogous (they may become quite complicated for higher derivatives, though).

The differentiated function may be multivariate-then higher derivatives are represented by some containers: vectors, matrices, etc., instead of singleton values.

### 3.3 Implementation of AD

Algorithmic differentiation can be implemented in a few manners. The above schema is called the forward mode algorithmic differentiation (see, e.g., [11]). It can be realized either by operator overloading or using so-called dual numbers (cf. [9]). An alternative schema, is called the reverse mode algorithmic differentiation. Let us present these approaches, briefly.

### 3.3.1 Forward AD with Operator Overloading

This approach can be used in object-oriented programming-if only they allow operator overloading. We need to create a class representing an algebraic expression. Actually, this seems to be the most common approach; the author's library ADHC, presented below, in Sect.3.4.1, adopts this approach, as well. Hence, we defer the presentation of details, until then.

### 3.3.2 Forward AD with Dual Numbers

Dual numbers, introduced by Clifford already in XIX century, are conceptually similar to complex numbers. We have:

$$
x=a+b \cdot \varepsilon,
$$

where $\varepsilon \notin \mathbb{R}$. The difference with complex numbers is that $\varepsilon^{2}=0$ and not -1 .
Similarly to complex numbers, each dual number has a conjugate one:

$$
(a+b \cdot \varepsilon) \cdot(a-b \cdot \varepsilon)=a^{2}+(a b-a b) \cdot \varepsilon+b^{2} \cdot \varepsilon^{2}=a^{2}
$$

What is the interpretation of $\varepsilon$ ? Actually, because $\varepsilon^{2}=0$, it can be interpreted as "a value close to zero", i.e., an approximation of the infinitesimal number.

We can simply obtain the arithmetic rules for dual numbers:

$$
\begin{aligned}
(a+b \cdot \varepsilon)+(c+d \cdot \varepsilon) & =(a+b)+(c+d) \cdot \varepsilon, \\
(a+b \cdot \varepsilon)-(c+d \cdot \varepsilon) & =(a-b)+(c-d) \cdot \varepsilon, \\
(a+b \cdot \varepsilon) \cdot(c+d \cdot \varepsilon) & =(a c)+(a d+b c) \cdot \varepsilon, \\
(a+b \cdot \varepsilon) /(c+d \cdot \varepsilon) & =\frac{a}{c}+\frac{a d-b c}{c^{2}} \cdot \varepsilon .
\end{aligned}
$$

Similarity to the rules of differentiation is obvious. Obviously, using the Taylor series expansion, proper definitions of transcendental functions can be provided, as well.

As this approach to AD is elegant and relatively easy to implement, it seems to have few advantages with respect to the former approach: the direct use of operator overloading. There exist some software packages using dual numbers ([9] presents some Haskell code), but none of them (at least, to the best knowledge of the author) uses interval data types.

### 3.3.3 Reverse Mode AD

The reverse mode is more efficient (at least when differentiating functions $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ with $m<n$ ), but also more difficult and cumbersome to implement and to use.

As the forward mode, the reverse mode is based on (3.1), but the accumulation is performed in the opposite direction. We need to store all intermediate quantities (in a so-called Wengert's list) and we compute their values, by solving an equations system. It will be the simplest to explain it, using the example we already know.

Example 3.2 As in Example 3.1, let us consider the function:

$$
\begin{aligned}
& f(x)=x^{2}-3 x+2, \\
& \mathbf{x}=[-1,2],
\end{aligned}
$$

Its expression can be decomposed to the following form:

$$
\begin{aligned}
& x_{1}=x, \\
& x_{2}=x_{1}^{2}, \\
& x_{3}=3 \cdot x_{1}, \\
& x_{4}=x_{2}-x_{3}, \\
& x_{5}=x_{4}+2 .
\end{aligned}
$$

Derivatives of all terms are:

$$
\begin{aligned}
& x_{1}^{\prime}=1, \\
& x_{2}^{\prime}=2 \cdot x \in[-2,4], \\
& x_{3}^{\prime}=3 \cdot x_{1}^{\prime}, \\
& x_{4}^{\prime}=x_{2}^{\prime}-x_{3}^{\prime}, \\
& x_{5}^{\prime}=x_{4}^{\prime} .
\end{aligned}
$$

This equations system can be written in the matrix form:

$$
\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
-3 & 0 & 1 & 0 & 0 \\
0 & -1 & 1 & 1 & 0 \\
0 & 0 & 0 & -1 & 1
\end{array}\right) \cdot\left(\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime} \\
x_{3}^{\prime} \\
x_{4}^{\prime} \\
x_{5}^{\prime}
\end{array}\right)=\left(\begin{array}{c}
1 \\
{[-2,4]} \\
0 \\
0 \\
0
\end{array}\right)
$$

The result of solving the above system is:

$$
\left(\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime} \\
x_{3}^{\prime} \\
x_{4}^{\prime} \\
x_{5}^{\prime}
\end{array}\right)=\left(\begin{array}{c}
1 \\
{[-2,4]} \\
3 \\
{[-5,1]} \\
{[-5,1]}
\end{array}\right),
$$

which is consistent with the result obtained in Example 3.1.
As it has been stated, the reverse mode AD is more difficult and cumbersome than the forward mode and, although it is used by some researcher, it will not be considered further, in this monograph.

### 3.4 State-of-the-Art Libraries

It is not simple to find an appropriate library for AD . The most popular packages, like ADOL-C [6], are not compatible with using interval data types and arithmetic. For several years, the author has been using the code, from C-XSC library [1]. Unfortunately, this package has several drawbacks:

- there are distinct classes (GradType, HessType, DerivType), implemented in distinct files (grad_ari.cpp, hess_ari.cpp, ddf_ari.cpp) for computing first or second derivatives and for univariate or multivariate functions;
- there are global variables (GradOrder, HessOrder, DerivOrder) to distinguish the order of computed derivative-these variables have to be checked
at run-time, several times during the computation; they also affect multithreaded implementations [15];
- extended interval division (for divisors containing zero) is not supported in the algorithmic differentiation library;
- computing derivatives of higher order would require to implement a separate (but analogous) class;
- although, the developers of C-XSC have provided several useful classes for sparse matrices and vectors, their AD code makes no use of it;
- the compound assignment operators (e.g., "+="), that might have a significant impact on performance of the code, have not been implemented for AD classes.

Fortunately, there is a way to overcome all (or at least most) of these issues, yet it is necessary to apply template metaprogramming.

### 3.4.1 ADHC Library

In 2016, the author has provided a novel automatic differentiation library, based on C++ templates (see, e.g., [7]). The package has been named ADHC, which stands for Algorithmic Differentiation and Hull Consistency [2].

Virtues of template meta-programming allowed obtaining several useful features of the ADHC library. This includes efficiency and versatility. The same source code can be used to generate (with no penalty at runtime) distinct procedures for computing function values, gradients, Hesse matrices and-potentially-higher derivatives. Also, we can use the same source code to differentiate uni- and multivariate functions and to use sparse or dense representations of vectors and matrices of partial derivatives. And C-XSC library provides us pretty nice implementations of sparse vectors and matrices (cf. [12]), that can directly be applied in ADHC.

Proper types are generated, using the so-called typelist (see, e.g., [7]). They are specializations of the following template:

```
template<int level, sparsity_t sparse_mode, int num_vars>
struct adhc_ari {
    // ...
};
```

The three template arguments are:

- level-information on what should be computed; number of computed derivatives (for nonnegative values) or construction of the syntactic tree (for value -1 ),
- sparse_mode-should sparse or dense matrix/vector representation be used,
- num_vars-the number of variables.

Please note, num_vars is an argument of the template, so expressions using potentially different number of variables are of inherently different types. Hence, naïvely
performing an operation on such incompatible objects will be detected at compiletime already. For instance, the following code:

```
adhc::adhc_ari<2, sparse, 2> x;
adhc::adhc_ari<2, sparse, 3> y;
// ...
z = x + y;
```

will not compile. In contrast to that, the AD code from C-XSC library has to use a dedicated function TestSize() while performing virtually any arithmetic operation, which results in a certain overhead at runtime.

The type of the second template argument, sparse_mode, is an instance of enumerable type sparsity_t and can have three values:

```
typedef enum sparsity_t {dense, sparse, highly_sparse};
```

As it has already been stated, the C-XSC library contains useful classes for sparse matrices and vectors (cf. [12]): cxsc: :srvector, cxsc: : scvector, cxsc: : sivector, cxsc::scivector, cxsc::srmatrix, cxsc::scmatrix, cxsc::simatrix, cxsc::scimatrix.

Sparse vectors are represented as a pair of std: : vector objects: one storing values and the other one-indices of non-zero elements. Sparse matrices are stored in a compressed column storage format. Details can be found, i.a., in [14].

For instance, the function considered in previous examples, in ADHC could look as follows:

```
const int lev = 1;
const int n = 1;
adhc_ari<lev, sparse_mode, n>
f(const adhc_ari<lev, sparse_mode, n> &x) {
    adhc_ari<lev, sparse_mode, n> result;
    result = sqr(x) - 3.0*x + 2.0;
    return result;
}
```

The library has been used in the HIBA_USNE solver [5] and in the solver for game solutions, described in [13] (cf. also Sect. 6.3); the author plans to use it in other solvers, also.

### 3.4.2 Computing Arbitrary Many Derivatives

The current implementation of ADHC does not allow computing derivatives of order higher than two. This is caused by two issues that require solution:

- implementation of classes representing higher-dimensionality tensors, not only vectors and matrices;
- providing universal enough formulae for higher derivatives of various operations.

But even after these issues will have been solved, users of ADHC will need to decide at compile-time, how many derivatives they would like to compute. Actually, this is an inherent limitation of template meta-programming: conditions have to be known at compile-time.

Actually, for most problems, it is reasonable to assume, we make such decisions prior to running the solver. Yet, in some cases, it would be beneficial to delay the decision on the number of computed derivatives, until runtime. An example of such situation is seeking local optima of the function $f(x)=x^{2 \cdot n}$ (or a similar function, having a very flat optimum-with several derivatives equal to zero). If we do not know $n$ at compile-time, we shall not know how many derivatives to compute.

It would seem beneficial to be able to increase the number of computed derivatives subsequently, during runtime. Unfortunately, according to the best knowledge of the author, no currently available package allows this; ADHC is no exception to this rule.

How could such a procedure be implemented? Obviously, it is possible, but rather cumbersome. For instance, sticking to types of the C-XSC library [1], we could have a list, say std: : vector<> of pointers to some abstract class, representing an arbitrary derivative value. We would need to define this abstract class, because classes representing a single interval, interval vectors, matrices, etc. are not related in the inheritance hierarchy. Hence, we would have to use some wrapper-classes, all derived from the abstract base class, that we would define.

Yet another possibility is to represent the list as std: :vector<void *> and cast the pointer to a void to a pointer to specific classes, using the reinterpret_ cast<>.

Both approaches seem inconvenient, but feasible.
The new $\mathrm{C}++17$ standard offers us yet another, more proper, possibility: the type std: : any [4]. A variable of this type can store a value of arbitrary-type; it is similar to a C-style pointer to a void, but safe casts are available, using the std: : any_cast operator. Unfortunately, the C++17 standard is not widely supported, yet, but Boost libraries [3] offer a similar concept of boost : : any.

Nevertheless, it is questionable, if computing higher derivatives, using automatic differentiation, would really be useful. The computed values would be very likely to be highly overestimated. Possibly, using Taylor arithmetic [16] in such case would be a better approach. Verifying it experimentally, would be pretty interesting.

### 3.5 Summary

This survey of AD techniques was very brief and incomplete. Nevertheless, even such a brief description was necessary for the completeness of this monograph, as AD techniques are very often used together with interval analysis (cf. the textbooks $[10,11])$. In all author's experiments, his ADHC library will be used.
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## Chapter 4 <br> Branch-and-Bound-Type Methods

### 4.1 Preliminary Remarks

This chapter presents the main application of interval methods (at least in the author's opinion): seeking points that satisfy a certain logical condition. The generic algorithm to solve such problems is presented: the interval branch-and-bound-type algorithm. This generic algorithm has several instances, in particular:

- classical B\&B methods, used in optimization (e.g., [15]), but also other problems (e.g., seeking Pareto sets [28] or Nash equilibria [29]);
- branch-and-prune methods (B\&P)—for systems of equations and/or inequalities [10, 12, 13];
- partitioning parameter space (PPS)—for interval linear systems [45];
- SIVIA (Set Inversion Via Interval Analysis)—for various constraint satisfaction problems (CSPs) [13, 14];

Presentation in this chapter tries to be as general and abstract as possible. Readers who are not familiar with any of the above approaches might find this presentation hard to follow. Possibly, it would be more convenient for them to have a look at Chaps. 5 and 6 first.

### 4.2 Introduction

Let us recall Problem (1.1):
Find all $x \in X$ such that $P(x)$ is fulfilled.
Here, $P(x)$ is a formula with a free variable $x$ and $X \subseteq \mathbb{R}^{n}$; often $X$ is a single box $\mathbf{x}^{(0)}$ (as in other chapters, the standard notation from [16] is adopted).

In what formal system is $P$ a formula? We shall not answer this interesting open question here. Instead, let us present a few well-known problems that can be formulated as instances of (1.1).

The problem of solving interval linear systems is often formulated that way (e.g., [2, 43, 44]). Also:

- a system of (nonlinear) equations: $\{x \in X \mid f(x)=0\}$,
- a constraint satisfaction problem (CSP) with inequality constraints: $\{x \in X \mid$ $f(x) \in[\underline{y}, \bar{y}]\}$,
- global optimization: $\{x \in X \mid(\forall t \in X)(f(x) \leq f(t))\}$,
- seeking Pareto set of a multicriterion problem: $\{x \in X \mid(\forall t \in X)((\forall i=1, \ldots, N)$ $\left(f_{i}(x) \leq f_{i}(t)\right)$ or $\left.\left.(\exists j \in[1 . . N])\left(f_{j}(x)<f_{j}(t)\right)\right)\right\}$,
- seeking Nash equilibrium points of a non-cooperative game: $\{x \in X \mid(\forall i=$ $\left.1, \ldots, N)\left(\forall t_{i} \in \mathbf{x}_{i} \subseteq \mathbb{R}^{k_{i}}\right)\left(f_{i}\left(x_{\backslash i}, t_{i}\right) \geq f_{i}(x)\right)\right\}$.
Some other, less commonly studied, examples include:
- seeking all optima of a function-local and global ones (studied, e.g., for a very specific case in [47]): $\{x \in X \mid(\exists \varepsilon>0)((\forall t \in X)$ and $(d(x, t)<\varepsilon)(f(x) \leq$ $f(t)))\}$,
- seeking local (but non-global) minimizers of a function: $\{x \in X \mid(\exists \varepsilon>0)((\forall t \in$ $X)$ and $(d(x, t)<\varepsilon)(f(x) \leq f(t)))$ and $((\exists s \in X)(f(s)<f(x)))\}$,
- seeking local minimizers of a function, for which the optima have a sufficiently large "attraction basin", e.g., containing at least an interval of the given range: $\{x \in X \mid(\exists \varepsilon>\delta)((\forall t \in X)$ and $(d(x, t)<\varepsilon))(f(x) \leq f(t))\}$,
- and many other similar problems.

The quantity $d(\cdot, \cdot)$, used in above formulae, denotes the metric.
All above problems are instances of (1.1) and can be solved using a similar algorithm, that will be described in this Chapter (cf. also [22, 27]).

It is worth noting that Problem (1.1) has some variants, e.g.:

- Find a single solution point $x \in X$ such that $P(x)$.
- Find the inner approximation of the solution set, i.e., a box $\mathbf{x} \subseteq X$ such that for all $x \in \mathbf{x}$ we have $P(x)$.
- Find the outer approximation of the solution set, i.e., a box $\mathbf{x}$ such that all $x \in X$ for which $P(x)$ satisfy $x \in \mathbf{x}$.

Above problems, often being solved, e.g., for interval linear equations [43, 44], are not going to be considered in this monograph.

As for problems of type (1.1) in its original form, the author has formulated a general meta-algorithm to solve them. Let us call it the branch-and-bound-type method (B\&BT method), or generalized branch-and-bound method.

This meta-algorithm has several well-known instances for solving various problems (see Chaps. 5 and 6, and references therein). All these algorithms differ in some significant details, but also they have several similarities:

- they are based on subsequent subdivision of the search domain, i.e., they are instances of the so-called divide-and-conquer approach (which is an inexact translation of the Latin phrase divide et impera);
- they bound values of some functions on obtained subboxes, using the interval calculus;
- they use the same kind of tools to process subboxes, e.g., interval Newton operators, consistency enforcing operators, linear relaxations, initial exclusion phases, etc. (see, e.g., [13, 15]);
- they can be parallelized in a similar manner;
- they face similar problems in storing and distributing boxes, collecting and storing results, load balancing, etc. [22].

Actually, there is some confusion in naming the algorithms: for instance, Kearfott in his classical book [15] calls "a branch-and-bound method" the procedure that is called "branch-and-prune" by other researchers (see, e.g., [10, 12]). It seems useful to indicate actual common features and differences between these algorithms.

### 4.3 The Solution Set

What can the interval branch-and-bound procedure compute? Usually, two lists of boxes are constructed; and so do the pseudocodes presented below, in Sect.4.4:

- verified solutions-boxes that are guaranteed to contain some points within the solution set,
- possible solutions-boxes that (under the given accuracy) could not be verified either to contain solutions or not to contain them.

What specifically does the list of verified boxes contain? It is related to the geometry of the solution set and hence problem-dependent.

In general, the solution set can have three forms:

- a countable set (a set of isolated points)-then verified solutions are boxes guaranteed to contain a single solution (see Fig. 4.1),
- an uncountable set with an empty interior (a manifold)-then verified solutions are boxes guaranteed to contain a segment of the solution set (see Fig. 4.2),
- an uncountable set with a nonempty interior-then verified solutions are boxes guaranteed to lie in the interior of the solution set, i.e., to contain only actual solutions (see Fig. 4.3).

Please note that each of the above possibilities is quite often encountered in practical problems:

- a countable set is the solution to (non-singular) global optimization problems and well-determined nonlinear equations systems,
- an uncountable set with an empty interior is the solution to Pareto set seeking problems and underdetermined systems of equations,
- an uncountable set with a nonempty interior is often the solution to constraint satisfaction problems with inequality constraints.



Fig. 4.1 Solution set consisting of separate points


Fig. 4.2 Solution set of measure zero-a manifold



Fig. 4.3 Solution set with a non-empty interior

In any case, "possible" solutions are small boxes (usually their diameter is smaller than some predefined accuracy parameter $\varepsilon$; cf. Algorithm 2, line 16) that have not been proved either to contain a solution(s) or not to contain any.

Now, that we know what the algorithm is supposed to compute, let us present it in the from of a pseudocode.

### 4.4 Generic Algorithm

The main algorithm to solve problems of type (1.1), the B\&BT method, can be expressed by Algorithm 1.

```
Algorithm 1 The overall algorithm
Require: \(L, P\)
1: perform the essential B\&BT method (i.e., Algorithm 2) for \((L, P)\), storing the results in \(L_{v e r}\),
    \(L_{\text {pos }}, L_{\text {check }}\)
2: \{The second phase\}
3: perform the verification (i.e., Algorithm 3) for \(L_{v e r}, L_{\text {check }}, P\)
perform the verification (i.e., Algorithm 3) for \(L_{\text {pos }}, L_{\text {check }}, P\)
```

This algorithm consists of two phases: the actual B\&BT method (Algorithm 2) and the second phase, when the results are verified (if it is necessary; Algorithm 3). Why and when do we need the verification in the second phase, will be explained in Sect.4.6.

```
Algorithm 2 The essential generalized branch-and-bound method
Require: \(L, P\)
    \(L_{v e r}=L_{p o s}=L_{c h e c k}=\emptyset\)
    \(\mathbf{x}=\operatorname{pop}(L)\)
    loop
        process the box \(\mathbf{x}\), using the rejection/reduction tests
        update the shared quantities (if any; see explanation in Sect.4.6.2)
        if ( \(\mathbf{x}\) does not contain solutions) then
            if \(\operatorname{CHECK}(P, \mathbf{x})\) then
            push \(\left(L_{\text {check }}, \mathbf{x}\right)\)
        discard \(\mathbf{x}\)
        else if \(\operatorname{VERIF}(P, \mathbf{x})\) then
            push ( \(L_{v e r}, \mathbf{x}\) )
        else if (the tests resulted in two subboxes of \(\mathbf{x}: \mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\) ) then
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
                push \(\left(L, \mathbf{x}^{(2)}\right)\)
                cycle loop
        else if ( \(\mathbf{x}\) is small enough) then
                push \(\left(L_{p o s}, \mathbf{x}\right)\)
        if ( \(\mathbf{x}\) was discarded or \(\mathbf{x}\) was stored) then
            \(\mathbf{x}=\operatorname{pop}(L)\)
            if ( \(L\) was empty) then
            return \(L_{v e r}, L_{\text {pos }}, L_{\text {check }}\)
        else
            bisect ( \(\mathbf{x}\) ), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
            push \(\left(L, \mathbf{x}^{(2)}\right)\)
```

```
Algorithm 3 Verification of solutions
Require: \(L_{\text {sol }}, L_{\text {check }}, P\)
    for all \(\left(x \in L_{\text {sol }}\right)\) do
        discard \(\mathbf{x}\) if it contains no points \(x \in \mathbf{x}\), satisfying \(P(x)\)
        \{details of the verification depend on \(P\), but the shared quantities and, possibly, the boxes
        from \(L_{\text {check }}\) are useful there; cf. Sect. 4.6\(\}\)
```

Words "push" and "pop" in Algorithm 2 name operations of inserting and removing elements to/from the set (independent of the representation of the set-it can be a stack, a queue or a more sophisticated data structure). This depends on the problem under consideration and other features of the specific implementation.

The following notation is used in the algorithms:

- $L$-the list/set of initial boxes, often containing a single box $\mathbf{x}^{(0)}$;
- $P(x)$-the predicate formula, defining the problem under solution;
- the lists/sets of solutions: $L_{v e r}$-verified solution boxes and $L_{\text {pos }}$-possible solution boxes;
- $L_{\text {check }}$-the list/set of boxes (possibly, with some additional information) representing the shared quantities, that will be used in the second phase to verify boxes from $L_{v e r}$ and $L_{p o s}$; for examples see Sect.4.6.3 or [33], where seeking strong Nash equilibria is considered;
- $\operatorname{VERIF}(P, \mathbf{x})$ states that the box $\mathbf{x}$ has been verified to contain a solution (or a point satisfying some necessary conditions to be a solution); by a solution we mean a point $x$ satisfying $P(x)$;
- $\operatorname{CHECK}(P, \mathbf{x})$ states that the box $\mathbf{x}$ does not contains a solution, yet it can be useful to verify $P$ for some other box in the second phase.

In general, CHECK and VERIF are predicates in a second-order logic: they depend on $P$, so they are functions of a formula. Obviously, it might be pretty difficult to develop them for some $P$ (cf., e.g., [22, 29, 33] for examples). In the remainder, we discuss this issue in more details.

Remark 4.1 A comment is necessary about subdividing a box. In lines 13-14 and $24-25$ of Algorithm 2 it is implied that we always store one of the resulting boxes and process the other one in the next step.

Often, this is so, but there are exceptions to this rule. There might be various policies for box selection and for some algorithm versions, we might push both boxes $\mathbf{x}^{(1)}$ and $\mathbf{x}^{(2)}$ and pop the new value of $\mathbf{x}$. A good example is global optimization: cf. pseudocodes and remarks in Sect.6.1.1. Actually, such a formulation might be considered more general to what is presented in Algorithm 2.

Nevertheless, such a situation is-according to the author's experience-relatively rare and, for several algorithm versions (in particular, for multithreaded implementations), it is crucial to reduce the number of push/pop operations. So, the author considers the above presentation to be proper, even if requiring this comment. We shall consider this problem also in Chaps. 6 and 7.

Remark 4.2 For some algorithms, we might need bisection in the second phase, as well as in the first one. This is the case, e.g., for some algorithms computing the Pareto-sets, e.g., [31]; precisely, this may happen when the computation of shared quantities does not require exhaustive search of $X$. We do not reflect this possibility in the pseudocode of Algorithm 3; such situations seem rare, but the possibility requires mentioning.

Remark 4.3 As we have been able to formulate a generic algorithm to solve problems of type (1.1), it follows that, under some technical assumptions about $P$, such problems are computable (see also [9,18] and references therein). Probably, they are often NP-hard (cf., e.g., [19, 41] and, especially, the book of Kreinovich et alii [20]), but we are still able to devise proper heuristics [46]. We shall get back to that in Sect.4.9.

### 4.5 Analysis of the B\&BT Algorithm

What happens in both phases of the algorithm? This varies to some extent, depending on the problem under solution. Yet, in general, we can distinguish two objectives of the first phase:

- removing boxes that do not satisfy some necessary conditions of $P$ (see Sect.4.7),
- computing some quantities that will be necessary for solutions verification, in the second phase; they will be called shared quantities in the remainder (see Sect. 4.6.2).

The importance of these two objectives varies, depending on the specific problem being addressed; as we shall see, for some problems one of these tasks might even be irrelevant.

For global optimization, most of the work is performed in the first phase-we check first-order necessary conditions of optimality (usually: Fritz John conditions [15]) and also we check if $y>y^{*}$, where the upper bound on the global minimum $y^{*}$ is successively improved.

Hence, for the problem of approximating the whole $\varepsilon$-optimality region, we can discard few boxes in the first phase. $\varepsilon$-optimal points do not have to satisfy any first-order necessary conditions (they are solutions of an inequality!) and $y^{*}$ is still overestimated in this phase. The main objective of the first phase of the algorithm solving this problem, is-actually-to compute $y^{*}$ as precisely as possible; boxes will be rejected in the second phase.

For other problems, we have to compute much more complicated quantities for use in the second phase: e.g., for a multicriteria problem, we have to obtain a set of boxes representing the Pareto frontier (see [32] and references therein). These boxes are inverted in the second phase, using another B\&BT procedure.

An analogous situation is encountered for computing (strong) Nash equilibria of a game [33].

Obviously, for many B\&BT methods the second phase is not necessary. For what problems is it the case and why? This question will be addressed in the next section. But to answer it, let us describe in more details, what operation is performed in the second phase. Actually, it is some kind of quantifier elimination-but a very specific kind.

### 4.6 The Second Phase-Quantifier Elimination

So, why and when do we need the second phase? As already stated, for some problems (equations systems, CSPs) the first phase suffices, but for other ones (e.g., global optimization) the second phase is inevitable. Please note that for solving equations or inequalities systems, formula $P$ is non-quantified.

Actually, solving equations and inequalities is the task best suited for interval methods. Using classical interval tools (including the Newton operator), we can verify boxes containing the solutions-in both cases; and for too wide boxes, we can subdivide them.

But how do we apply interval methods for problems of type (1.1) with quantified $P$ ? What we need there is quantifier elimination and the partition of Algorithm 1 into two phases is related to this task. To the best knowledge of the author, this fact has not been recognized before (not to count the author's paper [27]).

Other words, in the first phase (apart from discarding boxes that do not satisfy necessary conditions), we need to obtain some quantities that would allow to verify $P(x)$ for boxes $\mathbf{x} \ni x$, using equations and inequalities, only. We refer to them as shared quantities as they are stored independently of the boxes and often they can be used to verify several of these boxes.

For instance, in global optimization, we need to compute a single shared quantity in the first phase: an upper bound on the global minimum. In the problems of Pareto sets or Nash equilibria seeking, we need to extract more shared quantities in the first phase (the set of approximate Pareto-optimal points, etc.).

But what shared quantities are (in general) necessary to verify a specific predicate $P$ ?

To give a comprehensive answer to this, we have to introduce the notion of obtaining the Herbrand expansion of $P$; see, e.g., [6] and references therein; see also [1].

### 4.6.1 Herbrand Expansion

Let us consider formula $P$ from (1.1), having the form either $P(x) \equiv(\forall t \in X)$ $P^{\prime}(x, t)$ or $P(x) \equiv(\exists t \in X) P^{\prime}(x, t)$.

If the quantifier is universal, we have to verify that for all values in the domain a property holds. If the quantifier is existential, we have to find a value for which the property holds.

This is related to obtaining the Herbrand expansion of the quantified formula $P$, i.e., transforming it to a non-quantified alternative (or conjunction) of formulae for specific values $t_{1}, t_{2}, \ldots, t_{k}$. Formula " $\exists t$ such that $P^{\prime}(t)$ " can be transformed into a Herbrand disjunction: " $P^{\prime}\left(t_{1}\right) \vee P^{\prime}\left(t_{2}\right) \vee \ldots \vee P^{\prime}\left(t_{k}\right)$ ". Hence formula " $\forall t$ we have $P^{\prime}(t)$ " can be transformed into a Herbrand conjunction: " $P^{\prime}\left(t_{1}\right) \wedge P^{\prime}\left(t_{2}\right) \wedge \ldots \wedge$ $P^{\prime}\left(t_{k}\right)$ ".

In the original theorem of Jacques Herbrand, these expansions have been used to determine the provability of a formula (see, e.g., [6]). Yet, they can be used to approximate the formulae, also. Actually, while these Herbrand expansions are not equivalent to the original formulae, they can provide good approximations, if the values $t_{1}, \ldots, t_{k}$ are chosen properly.

What are these "proper" values of $t_{1}, \ldots, t_{k}$ and how many of them do we need (i.e., what is $k$ )? This strongly depends on $P$. In general, the $t_{i}$ 's depend also on $x$; we have $t_{1}(x), \ldots, t_{k}(x)$ and we seek:

$$
\begin{equation*}
x \in X \text { such that } P^{\prime}\left(x, t_{1}(x)\right) \wedge P^{\prime}\left(x, t_{2}(x)\right) \wedge \ldots \wedge P^{\prime}\left(x, t_{k}(x)\right) . \tag{4.1}
\end{equation*}
$$

The above conjunction is obtained for the universal quantifier; for an existential one, we would use a disjunction.

For specific problems, the structure of (4.1) might get pretty simple; in particular values of $t_{i}$ are often independent on $x, t_{i}(x)=t_{i}$. A good example is global optimization, where a single value $t$ (the approximate global minimizer) is sufficient (actually, we need to store $y^{*}=f(t)$, only). For other problems more $t_{i}$ 's are needed. We get back to this topic in Sect.4.6.2. Now, let us consider the relation between the original formula and its non-quantified form.

Relation between a formula and its Herbrand disjunction/conjunction.
As it has already been mentioned, a quantified formula is not (in general) equivalent to its Herbrand form. Actually, the relations are as follows:

$$
\begin{aligned}
& \forall t P^{\prime}(t) \Longrightarrow P^{\prime}\left(t_{1}\right) \wedge P^{\prime}\left(t_{2}\right) \wedge \ldots \wedge P^{\prime}\left(t_{k}\right), \\
& \exists t P^{\prime}(t) \Longleftarrow P^{\prime}\left(t_{1}\right) \vee P^{\prime}\left(t_{2}\right) \vee \ldots \vee P^{\prime}\left(t_{k}\right) .
\end{aligned}
$$

What does that mean?
For a universal quantifier, the transformed formula is weaker than the initial one. We are not able to verify the initial problem strictly, but a weaker one, e.g., solving a global optimization problem, actually, we seek $\varepsilon$-optimal points, satisfying some necessary optimality conditions (see also [9, 18]). It is up to us to choose points $t_{1}, \ldots, t_{k}$ so that weakening of the original problem is as small as possible.

Hence, for an existential quantifier, the transformed formula is stronger than the initial one. We can verify the initial formula directly-at least for some points-but values of $t_{1}, \ldots, t_{k}$ have to be chosen carefully, so that as many solutions could be verified, as possible.

What can be the structure of formula $P$ ?
Up to now, we have considered computing the Herbrand expansion of the formula $P$ starting with a universal or existential quantifier. Also, we know that for a nonquantified $P$, computing the Herbrand expansion is not necessary; we can consider such $P$ its own Herbrand expansion.

What about other cases? Can $P$ start with a non-quantified sub-formula, but contain quantifiers in the remainder? In general, it could, but we can assume $P$ to be in the prenex normal form, i.e., a sequence of quantifiers followed by a non-quantified expression.

This case is sufficient, as all first-order formulae can be transformed to such form (see, e.g., [1], Theorem 7.1.9). So, we only need to consider $P$ in the prenex normal form (cf. [18]).

Example 4.1 Let us consider the following problem:

$$
\begin{equation*}
\text { Find all elements of }\{x \in X \mid(g(x) \leq 0) \Longrightarrow(\forall t \in X)(f(x) \leq f(t))\} \tag{4.2}
\end{equation*}
$$

In this case, the formula $P$ is not in the prenex normal form. Yet it can easily be converted to such form: we make use of the fact that the implication $(p \Longrightarrow q)$ is equivalent to $\neq p \vee q$ and that the quantifier can be taken before the implication if the predecessor is independent on the bound variable. Hence, we obtain:

Find all elements of $\{x \in X \mid(\forall t \in X)((g(x)>0) \vee(f(x) \leq f(t)))\}$.

### 4.6.2 Shared Quantities

Now, let us explain the notion of shared quantities, which we have been using before. Actually, to verify a box to contain (or not to contain) a solution, we need the values $t_{1}, \ldots, t_{k}$ for the Herbrand conjunction/disjunction.

So, these values can be considered the shared quantities from Algorithm 2. Please note, these values can be stored in the list $L_{\text {check }}$, mentioned in Algorithms 2 and 3. Yet, not necessarily should these values be represented explicitly.

For several problems, it is some function of $t_{i}$ 's, and not them themselves, that we are interested in. The simplest example is global optimization. The Herbrand representation of this problem would be as follows:

$$
\text { Find all } x \in X \text { such that }(f(x) \leq f(t)) \text {, }
$$

where $t$ is the approximate global optimizer, i.e., the best point found. But what we actually need for verification is $y^{*}=f(t)$ and not $t$ itself; $y^{*}$ can be computed from $t$, but it takes time and is unnecessary.

Obviously, the same applies to the problem of seeking Pareto-optimal solutions of a multicriteria problem; just we have several shared quantities then.

Hence, for seeking (ordinary or strong) Nash equilibria of a game, $t_{i}$ 's have to be represented directly: verification of an equilibrium requires comparison of its values with values at specific points of the domain (see [29, 33], for details).

To sum up, we can state that:

- In theory, the shared quantities can always be represented by the list $L_{\text {check }}$.
- In practice, rarely is this list directly used.
- Usually, some more specific quantities are kept instead of the list $L_{c h e c k}$, e.g., the values of (or bounds on) some function of points from boxes that would be stored in $L_{\text {check }}$.

What quantities should be used for a specific problem? It seems, this has to be decided for each problem individually (cf. also Sect. 7 of [22]). Also, finding the proper formulation can hardly be automated.

Investigating general conditions for simplification of the Herbrand form, might be an interesting subject of future investigations.

### 4.6.3 Existentially Quantified Formulae

All well-known problems mentioned so far, had $P$ starting with a universal quantifier. Problems with existential quantifiers:

Find all $x \in X$ such that $(\exists t \in X) P^{\prime}(x, t)$ is fulfilled,
seem to be less frequently encountered. As an example-possibly an artificial onelet us consider, as in [27], the problem of seeking all points from the domain of function $f$, such that the function values are identical as in some other point, i.e., points where $f$ is not an injection:

$$
\text { Find all } x \in X \text { such that }(\exists t \in X)(t \neq x)(f(x)=f(t)) .
$$

How to solve it? Certainly, we need two phases: in phase 1 we partition $X$ into several boxes $\mathbf{x} \subseteq X$ and we compute for each of them both inner and outer approximations of $f(\mathbf{x})$. The twins arithmetic might be convenient here (see, e.g., [38]). The place where we store boxes $\mathbf{x}$, together with inner and outer approximations of $f(\mathbf{x})$, is the aforementioned set $L_{\text {check }}$.

In the second phase, we try to verify each box $\mathbf{x}$ to have or have not a counterpart $\mathbf{x}^{\prime}$ such that:

$$
\begin{equation*}
\left(\mathbf{x} \cap \mathbf{x}^{\prime}=\emptyset\right) \text { and }\left(f(\mathbf{x}) \cap f\left(\mathbf{x}^{\prime}\right) \neq \emptyset\right) . \tag{4.4}
\end{equation*}
$$

It is worth noting that we do not really have to assemble lists $L_{v e r}$ and $L_{p o s}$ : information they contain would be redundant with this already contained in $L_{\text {check }}$.

Furthermore, it is worth investigation, what data structure to use for storing the records in $L_{\text {check }}$, to find pairs of boxes that satisfy (4.4). Possibly, an interval tree would be appropriate here (cf. [22]), but it is not a panacea. A detailed discussion is out of the scope of this book, but it might be an interesting subject of further research.

### 4.6.4 When is the Second Phase Not Necessary?

We do not need to use such Herbrand expansions (and hence to perform the second phase) at least in the following three cases:

- formula $P$ is non-quantified, itself-e.g., for equations systems and constraint satisfaction problems;
- formula $P$ can be transformed to a non-quantified form symbolically, without the necessity of computing specific values-we have such a situation for computing all local minima of a function, a problem discussed in Sect. 4.8;
- the quantifier(s) in formula $P$ ranges over other domains than $X$-it is a so-called quantified constraint problem (see, e.g., [4, 11, 39]); in this case we do not need any second phase, but a "nested" B\&BT method in phase one-to process all feasible values of the parameter.

Obviously, in some cases we have quantifiers ranging over both: $X$ and some other domain. Then, we might need the second phase, but some of the quantifiers will still be present; a good example is solving the min-max problem (e.g., [48]).

As already mentioned, for global optimization of a smooth function, we seek points that fulfill some first-order necessary conditions ( $\nabla f(x)=0$ for the unconstrained case or Fritz John conditions otherwise) and $f(x) \leq y^{*}+\varepsilon$. We could replace the latter by $f(x)=y^{*}$, but it would be pretty ill-conditioned and hard to verify.

A similar example will be encountered in the Sect.4.8.

### 4.7 Necessary Conditions

Earlier, we stated that determining how many shared quantities $t_{1}, \ldots, t_{k}$ should be computed and what is their adequate representation is hard to be automated; probably it has to be done by a human expert. Possibly, it is related to the fact that CHECK from Algorithm 2 is not a formula in first-order logic, but in the second (or even higher) order one.

What is more, there is another very important feature of each B\&BT algorithm that can hardly be provided by an algorithm: determining the necessary conditions of $P$, to be used in the first phase. Indeed, the predicate VERIF, as well as CHECK, goes beyond the first-order logic, certainly.

The necessary conditions of $P$ can be classified in a few categories:

- 0th-order conditions: check the Herbrand expansion of $P$ for current estimates of $t_{1}, \ldots, t_{k}$.
- 1 st-order conditions, e.g., checking if the gradient is equal to zero for unconstrained global optimization, Fritz John conditions for constrained global optimization or analogous conditions for Pareto-optimal points [31], or game solutions, e.g., [29, 33], etc.
- 2nd-order conditions, e.g., checking the eigenvalues (or simply diagonal elements; cf., e.g., [15]) of the Hesse matrix for unconstrained global optimization; see, e.g., [15].
- Higher-order conditions, rarely used, so far.

It is worth noting that some pretty similar problems may have quite different necessary conditions. A good example is the dissimilarity between the well-known problem of global optimization and the problem of seeking $\varepsilon$-optimal solutions, which we already mentioned. In the latter, solutions are points satisfying the inequality $f(x) \leq y^{*}+\varepsilon$, thus there are no 1st-order necessary conditions, like the Fritz John ones.

Hence, for another pretty similar problem of seeking local optima, the 1st-order conditions are of high importance. This problem will be detailed in the next section.

### 4.8 Seeking Local Optima of a Function

The problem of finding all local minima of a function is very specific, it has interesting properties and-in contrast to, e.g., global optimization or seeking $\varepsilon$-optimal solutions-so far, rarely has it been considered directly (as a distinct problem from, e.g., solving a system of equations $\nabla f(x)=0$ ). Notable exceptions include [8, 34, 47].

Let us formulate the problem as follows: find all elements of the set:

$$
\begin{equation*}
\left\{x \in[\underline{x}, \bar{x}] \subseteq \mathbb{R}^{n} \mid(\exists \varepsilon>0)(\forall t \in[\underline{x}, \bar{x}] \text { and } d(x, t)<\varepsilon)(f(x) \leq f(t))\right\} \tag{4.5}
\end{equation*}
$$

The formulation is very similar to the global optimization problem, but its features are very different:

- the local optimization problem requires, as the name says, only local information; in particular, we do not need to process the objective's values, but only derivatives;
- consequently, there is no global information stored in the B\&BT algorithm, no shared quantities;
- also, the order of processing boxes is irrelevant, while it was quite important for global optimization (cf., e.g., [15, 35, 37]);
- finally, no second phase is needed for Problem (4.5), while for global optimization it was necessary to distinguish global from local optima.

The main difference boils down to the fact that, for Problem (4.5), quantifiers in the formula can be removed symbolically, without performing their "numerical remov-
ing" (i.e., without computing any shared quantities) in the two phases of Algorithm 1. To be succinct: all necessary information is local, so no shared quantities are needed.

Remark 4.4 It is worth noticing that properties of (4.5) are more similar to properties of the problem of solving a system of equations than to global optimizationalthough, the formulation of (4.5) is very different from $\{x \in[\underline{x}, \bar{x}] \mid f(x)=0\}$.

How to produce the non-quantified formulation of (4.5)? Let us consider the case of smooth functions. For unconstrained optimization, we can formulate the problem as follows:

$$
\begin{gather*}
\{x \in[\underline{x}, \bar{x}] \mid(\nabla f(x)=0) \text { and (Hesse matrix of } f(x) \text { has no } \\
\text { negative eigenvalues })\} . \tag{4.6}
\end{gather*}
$$

Please note, that-also for this problem-formula (4.6) is not equivalent to (4.5), but weaker. If an eigenvalue of the second derivatives matrix is equal to zero, the point may or may not be a local minimum.

Actually, a local minimum can be singular and have arbitrarily many derivatives equal to zero, e.g., function $f(x)=x^{2 \cdot n}$, where $n \geq 2$ and $x \in[-10,10]$. If we do not know $n$ in advance, we cannot determine how many derivatives to compute and investigate.

A more precise formulation than (4.6) is possible; for the univariate case, it can go as follows:

$$
\begin{align*}
& \left\{x \in [ \underline { x } , \overline { x } ] \subseteq \mathbb { R } | \quad ( f ^ { \prime } ( x ) = 0 ) \text { and } \left(\left(f^{\prime \prime}(x)>0\right)\right.\right. \text { or } \\
&  \tag{4.7}\\
& \left.\left.\left(f^{\prime \prime}(x)=0 \text { and } f^{\prime \prime}(\cdot) \text { has a local minimum at } x\right)\right)\right\} .
\end{align*}
$$

Such a formulation allows to verify local minima of an arbitrary $f$, provided it has no plateau, i.e., it is not constant. If $f$ was constant on some subregions, no numerical algorithm would be able to verify it in a finite number of steps; at least not in the general case.

Also, formulation (4.7) is impractical, even for a problem with no plateau. Computing higher derivatives is difficult, both, from the theoretical (tensor algebra) and practical (lack of interval automatic differentiation libraries, with higher derivatives) point of view.

Solving Problem (4.5) for a function with a plateau seems hard, indeed. We can check if $\left|f^{\prime}(\mathbf{x})\right|$ is lower than some threshold value, but it does not allow to distinguish a constant function and a function changing slowly on some region (or even having a local minimum there!).

The situation is different if we state a related but distinct problem:

$$
\begin{equation*}
\left\{x \in[\underline{x}, \bar{x}] \subseteq \mathbb{R}^{n} \mid\left(\exists \varepsilon>\varepsilon_{\min }\right)(\forall t \in[\underline{x}, \bar{x}] \text { and } d(x, t)<\varepsilon)(f(x) \leq f(t))\right\} . \tag{4.5’}
\end{equation*}
$$

It is the problem of seeking "significant" local optima, i.e., the deepest optima in a "sufficiently large" subdomain. The threshold value of the subdomain radius is $\varepsilon_{\text {min }}$. When solving such a problem, checking $\left|f^{\prime}(\mathbf{x})\right|$ becomes a useful tool.

By the way, please note, as quite different tools occur useful for pretty similar problems. Although, the same meta-algorithm can be applied for several problems, choosing proper tools (and heuristics to parameterize them) is pretty hard. It does not seem, this decision can be automated-only a human can choose proper tools and heuristics to make the algorithm efficient for a specific class of problems.

Finally, let us note that formulation (4.5') might be better for practical applications than (4.5). And the problem of enclosing all local optima of a function is of high interest as it can find several practical applications, i.a., in the game theory (socalled potential games [42]), NMR (nuclear magnetic resonance) spectroscopy or radio-astronomy [47].

### 4.9 Example Heuristics

What tools should we use to process boxes in the B\&BT algorithm? Details depend on the specific problem (cf. Chaps. 5 and 6), obviously, but interval analysis provides us a variety of common tools, in particular:

- various interval Newton operators for solving equations (or inequalities) systems,
- various local consistency notions (hull-consistency, box-consistency, bound-consistency, etc.) and methods for their enforcing,
- other specific tests, e.g., checking monotonicity of a function, checking positive definiteness of a matrix, etc.

Which of these tools should be used for a specific problem (and for a specific box)? How to apply them? How should they be parameterized?

There are no general answers to these questions. Instead, we have to rely on some heuristics, tailored for a specific class of problems.

Many such heuristics for various problems have been developed-both, by the author and by other researchers.

Most of these tools accelerate the actual B\&BT algorithm. Yet, some of them can be applied prior to it. This is the case, in particular, for initial exclusion phases, proposed, e.g., in Caprani et alii [7], Kolev [17] and a few papers of the author [23, 25, 26]. Also, prior to Algorithm 1 we can perform some symbolic preprocessing of the problem; for instance the Gröner basis theory can be applied here.

In the remainder of this section, we shall concentrate on heuristics for box subdivision.

## Bisection

The most common form of box subdivision in the $\mathrm{B} \& \mathrm{BT}$ process is its bisection (in one of the coordinates). Some researchers (e.g., [5]; see also [15], Paragraph 5.1.2)
suggest using multisection, but according to the author's experiences (see [21]), it does not seem worthwhile.

Possibly in the future, heuristics will be developed to choose between bi- and multisection for specific classes of problems.

And which of the variables to bisect? A common idea is to bisect the longest edge of the box; it is called the maximal diameter bisection. Several other approaches have been proposed to choose the variable for bisection; see [3, 15, 45] and, in particular, [40]. Most of them are efficient on some problems, but fail not on other ones; some, like [36], have been tailored for very specific problem classes only. How to obtain more universal heuristics?

In [24] the author observed that the proper approach is to create boxes suitable for reduction by the rejection/reduction tools, used in the current instance of the B\&BT algorithm.

For optimization problems (at least unconstrained ones) minimizing the diameter of objectives on resulting boxes is proper, usually.

But, e.g., for the problem of solving nonlinear systems, the main rejection/ reduction tool is some version (or versions) of the interval Newton operator and proper heuristics should be tuned to produce boxes suitable for this procedure. Such heuristics are proposed, i.a., by the author in [24, 26].

For the problem of Pareto sets seeking the situation is yet different. The procedure to process a box is more sophisticated (the multiobjective version of the monotonicity test [28], consistency checking of the criteria [30], etc.) and the proper heuristic to choose the variable for bisection has to be adequate to these features. It is described in [32].

Remark 4.5 Some authors devise the heuristics for bisection to minimize the diameter of objectives on resulting boxes (see, in particular, [3]). In the author's opinion, this approach is in general wrong, as it does not have to lead to producing boxes suitable for further processing.

The difference is particularly important for higher problem dimensions. Please note, $\mathbb{R}^{n}$ for $n \gg 2$ can have properties much different than these of $\mathbb{R}$ or $\mathbb{R}^{2}$. Distances are higher in such spaces and bisecting a single component of a box does not result in changing these distances significantly. That is why bisections should be used for separating different solution points and not for reducing the range of the function, which would require an outrageous amount of bisections.

### 4.10 Conclusions

In this chapter, we have considered interval branch-and-bound-type algorithms as a tool for solving a wide class of problems, described using a formula in the firstorder logic. Similarities and differences between various instances of this type of algorithms have been discussed. We have tried to clear some confusion in the terminology used in the area.

We have shown, how the necessity of quantifier elimination forces splitting some versions of these algorithms into two phases. The quantifier elimination process has been linked to obtaining the Herbrand expansion of the formula.

It has been stated that, although, Algorithm 1, for solving problems of type (1.1), is pretty general, adapting it for a specific problem and tuning to be efficient is a difficult process, hard (or impossible) to be automated. Probably, at least three features have to be determined by a human: the number and nature of the shared quantities used by the algorithm, their adequate representation and heuristics used by the rejection/reduction tests.

Similar problems might need quite different heuristics and an expert's knowledge is necessary to choose and tune them. Artificial intelligence and self-tuning methods might be of some use, but in general, these details have to be designed by a human.

It is worth noting that $\mathrm{B} \& \mathrm{BT}$ algorithms are natural candidates for parallelization and-as they are usually time consuming-proper parallelization is often crucial for achieving satisfying efficiency. Parallelization of B\&BT algorithms will be considered in Chap. 7.
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# Chapter 5 <br> Solving Equations and Inequalities Systems Using Interval B\&Bt Methods 

Let us consider solving the following problem:

$$
\begin{equation*}
\text { Find all } x \in X \text { such that } c_{i}(x) \text { are fulfilled for } i=1, \ldots, m \text {. } \tag{5.1}
\end{equation*}
$$

Such a problem is called a Constraint Satisfaction Problem (or CSP for short) and constraints can be either inequalities " $g_{i}(x) \leq 0$ " or equations " $f_{i}(x)=0$ ".

Let us start our considerations with CSPs having inequalities only.

### 5.1 Constraint Satisfaction Problems

So, we are trying to compute the set:

$$
S=\left\{x \in X \mid g_{i}(x) \leq 0, i=1, \ldots, m\right\} .
$$

We can also write $S=\{x \in X \mid g(x) \leq 0\}$, where $g=\left(g_{1}, \ldots, g_{m}\right)$.
What can we compute using interval methods? Two lists of boxes, as for any $\mathrm{B} \& \mathrm{BT}$ algorithm.

In case of a system of inequalities, the interior of the solution set $S$ is nonempty and the verified solutions are boxes contained in this interior, i.e., boxes that contain solutions only. Possible boxes will lie on the boundaries and contain some points both from $S$ and its complement $\mathbb{R}^{n}-S$. Typically there will be several possible boxes, unless $S$ is a box itself (which would be highly unlikely).

The branch-and-prune algorithm for a CSP can be formulated as follows:
The "rejection/reduction tests", mentioned in the algorithm are going to be described later in this chapter; see also the book [24] or several papers, e.g., [3, 4, 7, 8, 18, 19, 40, 41].

Remark 5.1 It is worth noting that there exist several algorithms similar to Algorithm 4. They differ in some minor details or are devoted to problems slightly different than (5.1). A good example is SIVIA - Set Inversion Via Interval Analysis (see [24, 25]; cf. [38]). This algorithm is devoted to seek an inversion of the set $Y$, i.e., the set $\{x \in X \mid g(x) \subseteq Y \leq 0\}$, where $Y$ is usually an interval, but can be a more sophisticated set, also. SIVIA is pretty similar to Algorithm 4; necessary modifications are left to the reader as a simple exercise.

Both SIVIA and the B\&P algorithm for CSPs that consist of inequalities only, are relatively simple. We can verify the solutions directly by enclosing the range of $g$ functions on obtained boxes; no more complicated tools are needed for the verification. Consequently, all more sophisticated tests applied to a box are optional; they can accelerate discarding infeasible boxes, though.

These tests (interval Newton operators, consistency operators, etc.) are very similar to the ones used for nonlinear equations systems; as they are optional for inequalities systems, we shall not discuss them until later in this chapter (Sect. 5.3 and next).

### 5.2 Solving Systems of Nonlinear Equations

Now, let us consider the problem of solving equations or systems of equations. So, we are trying to compute the set:

```
Algorithm 4 Interval branch-and-prune algorithm for a system of inequelities
Require: \(\mathbf{x}^{(0)}\), g
    \(\left\{\mathbf{x}^{(0)}\right.\) is the initial box, \(g(\cdot)\) is the interval extension of the function \(\left.g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}\right\}\)
    \{ \(L_{v e r}\) - verified solution boxes, \(L_{\text {pos }}\) - possible solution boxes \(\}\)
    \(L_{v e r}=L_{p o s}=\emptyset\)
    \(\mathbf{x}=\mathbf{x}^{(0)}\)
    loop
        compute \(\mathbf{y}=\mathrm{g}(\mathbf{x})\)
        optionally, process the box \(\mathbf{x}\), using additional rejection/reduction tests
        if \((y>0)\) then
            discard \(\mathbf{x}\)
        else if \((\bar{y} \leq 0])\) then
            push ( \(L_{v e r}, \mathbf{x}\) )
        else if \((\operatorname{wid} \mathbf{x}<\varepsilon)\) then
            push ( \(\left.L_{\text {pos }}, \mathbf{x}\right)\) \{The box \(\mathbf{x}\) is too small for bisection\}
        if ( \(\mathbf{x}\) was discarded or \(\mathbf{x}\) was stored) then
            if \((L==\emptyset)\) then
            return \(L_{v e r}, L_{p o s}\{\) All boxes have been considered\}
            \(\mathbf{x}=\operatorname{pop}(L)\)
        else
            bisect ( \(\mathbf{x}\) ), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
            push \(\left(L, \mathbf{x}^{(2)}\right)\)
```

$$
S=\left\{x \in X \mid f_{i}(x)=0, i=1, \ldots, m\right\},
$$

which we can also denote as $S=\{x \in X \mid f(x)=0\}$, where $f=\left(f_{1}, \ldots, f_{m}\right)$.
Let us present the B\&P algorithm for equations systems, based on the HIBA_USNE solver [2]. It can be expressed by the pseudocode presented in Algorithm 5.

```
Algorithm 5 Interval branch-and-prune algorithm
Require: \(L, \mathrm{f}, \varepsilon\)
    \(\left\{L\right.\) - the list of initial boxes, often containing a single box \(\left.\mathbf{x}^{(0)}\right\}\)
    \(\left\{L_{v e r}\right.\) - verified solution boxes, \(L_{p o s}\) - possible solution boxes \(\}\)
    \(L_{v e r}=L_{p o s}=\emptyset\)
    \(\mathbf{x}=\operatorname{pop}(L)\)
    loop
        process the box \(\mathbf{x}\), using the rejection/reduction tests
        if ( \(\mathbf{x}\) does not contain solutions) then
            discard \(\mathbf{x}\)
        else if ( \(\mathbf{x}\) is verified to contain a segment of the solution manifold) then
            push ( \(L_{v e r}, \mathbf{x}\) )
        else if (the tests resulted in two subboxes of \(\mathbf{x}: \mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\) ) then
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
                push \(\left(L, \mathbf{x}^{(2)}\right)\)
                cycle loop
        else if \((\operatorname{wid} \mathbf{x}<\varepsilon)\) then
                push \(\left(L_{p o s}, \mathbf{x}\right)\) \{The box \(\mathbf{x}\) is too small for bisection\}
        if ( \(\mathbf{x}\) was discarded or \(\mathbf{x}\) was stored) then
                if \((L==\emptyset)\) then
                    return \(L_{\text {ver }}, L_{\text {pos }}\{\) All boxes have been considered \(\}\)
                \(\mathbf{x}=\operatorname{pop}(L)\)
        else
            bisect ( \(\mathbf{x}\) ), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
                push \(\left(L, \mathbf{x}^{(2)}\right)\)
```

The "rejection/reduction tests", mentioned in line 6 of the algorithm, include, in particular:

- switching between the componentwise Newton operator (for larger boxes) and Gauss-Seidel with inverse-midpoint preconditioner, for smaller ones,
- box-consistency enforcing [35],
- bound-consistency enforcing [36],
- hull-consistency and 3B-consistency enforcing [37],
- an additional second-order approximation procedure [34],
- sophisticated heuristics to choose the bisected component [32, 35],
- an initial exclusion phase of the algorithm (deleting some regions, not containing solutions)—based on Sobol sequences [33, 35].

The above list is not exhaustive.

What is the purpose of processing the box using these tests? We can say, there are two main purposes:

- discarding boxes (or subregions of boxes) that do not contain solutions,
- proving the existence of solutions in boxes that do contain them.

The first goal is crucial for efficiency of the solver. As Gutowski states in his book [20], what we are trying to do is "picking holes" in the solution set; in the author's opinion, it is a very good description of B\&BT methods.

The second goal is more subtle. In some applications, it might be more important to us to localize solutions than to verify them. Yet, interval methods allow us to prove that some boxes contain solution points.

For equations systems, proving it is more difficult than for inequalities systems. It does not suffice to find a box $\mathbf{x}$ such that $\mathrm{f}(\mathbf{x}) \subseteq[-\varepsilon,+\varepsilon]$ for some small $\varepsilon$; as the computed value is overestimated, it might be the case that all values of actual $f(x)$, $x \in \mathbf{x}$ are positive (or all of them are negative) and zero is not reached anywhere.

Nevertheless, there are procedures allowing to verify at least some of the solutions. The most important one (but not the only one!) of them is the interval Newton operator.

### 5.3 Interval Newton Operators

The interval Newton operator (see, e.g., [21, 27]) is one of the most celebrated achievements of the interval analysis. It can be understood as a generalization of the traditional (point) Newton operator (Fig. 5.1).

In the univariate case, the operator can be expressed by the following formula:

$$
N(\mathbf{x}, \mathrm{f}, \check{x})=\check{x}-\frac{\mathrm{f}(\check{x})}{\mathrm{f}^{\prime}(\mathbf{x})}
$$

Usually $\check{x}=\operatorname{mid} \mathbf{x}$ is used; in general, another $\check{x} \in \mathbf{x}$ could be applied, also.
In the multidimensional case, instead of division by an interval, we have to solve a linear equations system with an interval coefficient matrix:


Fig. 5.1 Illustration of the Newton operators: pointwise (left) and interval (right) ones

$$
\begin{equation*}
\mathbf{A} \cdot(\mathbf{x}-\check{x})=-f(\check{x}) \tag{5.2}
\end{equation*}
$$

where $\mathbf{A}$ is the so-called Lipschitz matrix of $f(\cdot)$, i.e., the interval matrix satisfying the condition:

$$
(\forall x \in \mathbf{x})(\forall y \in \mathbf{x})(\exists A \in \mathbf{A})(f(x)-f(y)=A \cdot(x-y)) .
$$

The interval linear system (5.2) can be solved in a few ways. Among other versions of the interval Newton operator, it is worth to note the Krawczyk operator (see, e.g., [27]) and the componentwise Newton operator [22]. Several versions and details have been discussed in [31]; see also [29]. Yet, nowadays, the interval Gauss-Seidel method is the most commonly used. Before we present it, let us say a few words about preconditioning the Eq. (5.2).

## Preconditioners

Multiplying both sides of an equations system by a nonsingular matrix does not change the roots of this system.

So the equations system:

$$
Y \cdot \mathbf{A} \cdot(\mathbf{x}-\check{x})=-Y \cdot f(\check{x}),
$$

has the same solutions as (5.2), for each nonsingular matrix $Y$ (with real-valued components).

Such preconditioning is often applied for traditional floating-point linear systems, to improve the numerical conditioning. For interval systems, preconditioning is even more important, as it can dramatically reduce (or enlarge) the diameter of resulting enclosures for the solution (cf. the description of interval calculus in Chap. 2). Multiplying the sides of the equation by a suitable preconditioning matrix $Y$, may lead to a significant improvement in the obtained results.

In the context of the Newton method, a quite commonly used preconditioner is the inverse midpoint preconditioner:

$$
Y=(\operatorname{mid} \mathbf{A})^{-1}
$$

The operation "mid" of interval matrices and vectors is understood componentwise, i.e. it produces real matrices (vectors) of midpoints.

It is worth noting that the inverse midpoint preconditioner is not the only one in use. In particular, Kearfott and other authors recommend using so-called LPpreconditioners [27]. They are obtained by solving a proper linear programming problem. The author does not use this approach; reasons will be given in Chap. 7 .

The Interval Gauss-Seidel Step
Formulae used in the preconditioned GS step are similar to the ones of the traditional GS step. Let us present the pseudocode for the case of well-determined systems; in
the underdetermined case, we have to choose a submatrix of A. Details can be found in [31]; cf. also [39].

But for the well-determined case, we get Algorithm 6.

```
Algorithm 6 Interval Gauss-Seidel step
Require: \(\mathbf{x}^{\text {old }}, \check{x}\)
    \(\mathbf{x}=\mathbf{x}^{\text {old }}\)
    for \((i=1, \ldots, n)\) do
        \(Y_{i \text { : }}\), the \(i\)-th row of the preconditioning matrix \(Y\)
        \(\mathbf{x}_{i}^{\text {new }}=\check{x}_{i}-\left(Y_{i:} \cdot \mathbf{f}(\check{x})+\sum_{j=1}^{i-1} Y_{i:} \cdot \mathbf{A}_{j:} \cdot\left(\mathbf{x}_{j}^{\text {new }}-\check{x}_{j}\right)+\sum_{j=i+1}^{N} Y_{i:} \cdot \mathbf{A}_{j:} \cdot\left(\mathbf{x}_{j}-\check{x}_{j}\right)\right) /\left(Y_{i:} \cdot\right.\)
        \(A_{i}\) )
        if \(\left(\mathbf{x} \cap \mathbf{x}^{\text {new }}==\emptyset\right)\) then
            return \(\emptyset\) \{there are no solutions in \(\left.\mathbf{x}^{\text {old }}\right\}\)
        replace \(\mathbf{x}\) by \(\left(\mathbf{x} \cap \mathbf{x}^{\text {new }}\right)\)
    return \(x\)
```

Algorithm 6 returns the box in which all roots of the Eq. (5.2) must lie; it returns an empty set, if it can be verified that there are no roots in $\mathbf{x}^{\text {old }}$.

Properties of the Interval Newton Operator
Why is the interval Newton operator such a useful tool? Because its properties are much stronger than the features of a point Newton operator.

The interval Newton step allows not only to discard or reduce boxes by proving the non-existence of roots; it allows also to prove the uniqueness of solutions in some boxes.

The following propositions state these properties (cf., e.g., [21, 27]).
Proposition 5.1 Suppose we are trying to find the roots of the equation (equations system) $f(x)=0$ in the box $\mathbf{x}$; we use the interval extension $\mathrm{f}(\cdot)$ of the function $h(\cdot)$. Let computation of the interval Newton operator lead to the result $N(\mathbf{x}, \mathfrak{f}, \check{x}) \cap \mathbf{x}=\emptyset$, where $\check{x}$ is any point from the box $\mathbf{x}$.

Then $f(x)$ has no roots in the box $\mathbf{x}$.
Proposition 5.2 Suppose we are trying to find the roots of the equation (equations system) $f(x)=0$ in the box $\mathbf{x}$; we use the interval extension $\mathrm{f}(\cdot)$ of the function $f(\cdot)$.

Each root of $f(x)$ belonging to the box $\mathbf{x}$ (if any), belongs to the set $(N(\mathbf{x}, \mathfrak{f}, \check{x}) \cap \mathbf{x})$.

Proposition 5.3 Suppose we are trying to find the roots of the equation (equations system) $f(x)=0$ in the box $\mathbf{x}$; we use the interval extension $\mathrm{f}(\cdot)$ of the function $f(\cdot)$. Let computation of the interval Newton operator lead to the result $N(\mathbf{x}, f, \check{x}) \subset$ int $\mathbf{x}$, where $\check{x}$ is any point from the box $\mathbf{x}$.

Then there is a single unique root of $f(x)$ in the box $\mathbf{x}$.

Remark 5.2 We can say that the interval Newton operator is that important as it can achieve both goals of tools processing boxes in B\&P algorithms: it can discard nonsolutions and verify actual solutions. Most other tools allow only doing one of these operations; e.g., consistency methods prune boxes, but do not verify the existence, while several verification tests do not allow pruning or discarding boxes.

### 5.4 Other Verification Tests

As said above, the Newton operator is the most famous and the most celebrated tool for boxes verification. Indeed, as stated in Remark 5.2, its features are very attractive, but it is certainly not the only verification tool that can be used. There are several others-some of them are very simple and some are very sophisticated and based on advanced mathematical theories, most notably on algebraic topology.

### 5.4.1 Miranda Test

This test, presented, e.g., in [27], is one of the simplest. Consider a continuous function $f: X \rightarrow \mathbb{R}$. Assume, we have found two points $a, b \in X$ such that $f(a)>0$ and $f(b)<0$. It is well known (from the Bolzano's intermediate value theorem), that any curve connecting $a$ and $b$ and lying inside $X$, on which $f$ is continuous, will contain a point $x$ such that $f(x)=0$.

The Miranda's theorem generalizes this result to a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.
Another similar test is also presented in [13].

### 5.4.2 Using Quadratic Approximation

This test has been proposed by the author in [34]. As the Newton test is based on linear approximation of $f$, a quadratic approximation can be used, also. Yet, unlike in the Newton case, we do not approximate the whole $f=\left(f_{1}, \ldots, f_{m}\right)$, but only one of its components $f_{i}$.

As we obtain a representation in the form of a quadratic function, we can solve the resulting quadratic equation, to find its zeros. Obviously, this is a quadratic equation with interval-valued coefficients. In Chapter 8 of the book of Hansen and Walster [21], a procedure to enclose zeros of such an equation is presented.

Experiments in [34] show that this test can dramatically improve the performance on some problems, but is rather inefficient on other ones. As it is expensive to use (it requires computing second derivatives), it should be used with caution. An adequate heuristic is proposed in [34]; cf. also Sect.5.6.

Remark 5.3 The test using the quadratic approximation is one of the few that share the feature of the interval Newton operator, described in Remark 5.2: it can bothdiscard and narrow boxes not containing solutions and verify boxes that contain the actual solutions.

### 5.4.3 Borsuk Test

This tool, proposed in [12], is based on one of the theorems of Karol Borsuk. The theorem states (slightly simplifying) that the function $f(\cdot)$ must have a zero on the box $\mathbf{x}$, if:

$$
\begin{equation*}
f(\operatorname{mid} \mathbf{x}+r) \neq \lambda \cdot f(\operatorname{mid} \mathbf{x}-r),(\forall \lambda>0) \text { and }(\operatorname{mid} \mathbf{x}+r \in \partial \mathbf{x}) \tag{5.3}
\end{equation*}
$$

For each pair of faces $\mathbf{x}_{i+}, \mathbf{x}_{i-}$ of $\mathbf{x}$, we have to compute the intersection of interval expressions:

$$
\begin{equation*}
] 0,+\infty\left[\cap\left(\cap_{j=1}^{m} \frac{f_{j}\left(\mathbf{x}_{i+}\right)}{f_{j}\left(\mathbf{x}_{i-}\right)}\right) \neq \emptyset\right. \tag{5.4}
\end{equation*}
$$

If the intersection is empty for at least $m$ pairs of faces, then there is no $\lambda$ for which the disequality (5.3) becomes an equality; hence, according to the theorem, $f$ has a zero in $\mathbf{x}$.

Remark 5.4 In its original formulation [12], the test is used for well-determined problems, i.e., such where $n=m$. Hence, the intersection (5.4) must be nonempty for all $i=1, \ldots, n$. In the underdetermined case, it suffices that the intersection is nonempty for $m$ arbitrary values of $i$.

Remark 5.5 Instead of whole faces $\mathbf{x}_{i+}$ and $\mathbf{x}_{i-}$, we could use their sub-faces-or, more precisely: pairs of sub-faces, symmetric with respect to the center of the box. Such subdivision of faces allows more precise approximation of $f$ 's values, but at additional computational cost. Details can be found, e.g., in [11] or the Master's thesis [5]; the author's HIBA_USNE solver does not use this approach.

### 5.4.4 Computing Topological Degree

Topological degree is one of the most general tools to verify existence of equations' zeros.

Let us define the degree: $\operatorname{deg}(f, y, B)$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a function, $y$ a value from its codomain (in all our considerations we shall take $y=0$ ) and $B$ is a closed connected $n$-dimensional subset of the $f$ 's domain.

Definition of the degree is complicated (cf. [10, 26, 27]), but when $y$ is not a singular value of $f$ and $y \notin \operatorname{range}(f, \partial B)$, we have:

$$
\begin{equation*}
\operatorname{deg}(f, y, B)=\sum_{x \in f^{-1}(y)} \operatorname{sgn} \operatorname{det} f^{\prime}(x), \tag{5.5}
\end{equation*}
$$

where $f^{\prime}(x)$ represents the Jacobi matrix of the system $f(x)=0$.
A few algorithms have been developed to compute the topological degree: [9, 10, 26]. Some of them (in particular, [26]) base on computing the formula (5.5), other ones adopt different approaches. As important property of the degree is its composability: if we have two sets $B_{1}, B_{2}$ such that $B_{1} \cap B_{2}=\emptyset$ or even int $B_{1} \cap$ int $B_{2}=\emptyset$, then:

$$
\begin{equation*}
\operatorname{deg}\left(f, y, B_{1} \cup B_{2}\right)=\operatorname{deg}\left(f, y, B_{1}\right)+\operatorname{deg}\left(f, y, B_{2}\right) \tag{5.6}
\end{equation*}
$$

The algorithm of Franek and Ratschan [10] is based on this feature. It subdivides the set under consideration to obtain sets for which the degrees can be computed more easily.

Why would we want to compute this degree, anyway? Because of its most important property:

$$
\begin{equation*}
\text { If } \operatorname{deg}(f, y, B) \neq 0 \text {, then } \exists x_{0} \in B f\left(x_{0}\right)=0 \tag{5.7}
\end{equation*}
$$

### 5.4.5 Obstruction Theory Test

In a series of papers (see, e.g., [9, 10] and the references therein), Franek et alii propose a fascinating family of methods targeted specifically at underdetermined systems.

Assume, we have $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, where $m<n$ and we want to verify that a box $\mathbf{x}$ contains a solution point (a segment of the solution manifold). Assume the boundary region of $\mathbf{x}$ does not contain zeros: $\forall x \in \partial \mathbf{x} f(x) \neq 0$.

The question is, if $f$ can be extended from $\partial \mathbf{x}$ to the whole $\mathbf{x}$ without containing a zero.

Let us formulate it differently. As the boundary region of $\mathbf{x}$ does not contain zeros, we can consider the image of $f$ on the boundary as a space homeomorphic to the subset of the $(m-1)$-dimensional sphere $S^{m-1}$. The boundary $\partial x$ of $\mathbf{x} \subset \mathbb{R}^{n}$ itself, is obviously homeomorphic to $S^{n-1}$.

So, the problem boils down to checking the extendability of some function $f: S^{n-1} \rightarrow S^{m-1}$ from $S^{n-1}$ to the whole disk $D^{n}$. Abusing the notation, we do not distinguish between the original $f$ and $f: S^{n-1} \rightarrow S^{m-1}$. This should not lead to any confusion.

To be succinct, the methods of Franek et alii try to approximate the boundary $\partial x$ as a cell complex or a simplicial set and they construct a Postnikov complex, build of Eilenberg-MacLane spaces. Basing on this representation, we can check possible extendability of a function for subsequent skeletons of the complex.

This test seems a pretty general tool, suitable for underdetermined problems as well as well-determined ones (in the latter case it is equivalent to using the topological degree). Unfortunately, it is not only based on complicated mathematical notions, but also it seems extremely cumbersome to implement and usually requiring high computational effort. Eilenberg-MacLane spaces have often infinite dimensionality and thus they can only be represented implicitly. And they are only a building block of the algorithm!

Also, please note that existing software such as GUDHI [1] is of little help when implementing this test and some of the useful algorithms might even occur to be unimplementable, like, e.g., the Brown's algorithm [6].

The things would get improved significantly, if we could operate on cubical complexes directly and not convert them to simplicial sets. Unfortunately, it is not obvious if required operations can be performed for cubical complexes. The topic can be subject of an interesting research in the future.

### 5.5 Consistency Enforcing

Enforcing some kind of consistency on a box is one of the most common pruning operations, allowing to reduce or discard boxes in the $\mathrm{B} \& \mathrm{P}$ process.

The notion of "consistency" has been used in Constraint Logic Programming: a constraint is arc-consistent, if for each values in all variables' domains, there are values of other variables such that the constraint is fulfilled.

For discrete domains, we can directly use arc-consistency. For continuous domains, this kind of consistency would be too restrictive, so there are various relaxations of this notion [4]. Some of them take into account only the numerical accuracy, but some are even weaker, but easier to compute, in particular: hull-consistency and box-consistency.

### 5.5.1 Hull-Consistency

Hull-consistency (also known under the name of 2B-consistency) has been used in several interval programs over the years; see, e.g., [3, 4]. It can be defined as follows.

Definition 5.1 A box $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)^{T}$ is hull-consistent with respect to a constraint $c\left(x_{1}, \ldots, x_{n}\right)$, iff:

$$
\begin{aligned}
& \forall i \mathbf{x}_{i}=\square\left\{s \in \mathbf{x}_{i} \mid \exists x_{1} \in \mathbf{x}_{1}, \cdots \exists x_{i-1} \in \mathbf{x}_{i-1}, \exists x_{i+1} \in \mathbf{x}_{i+1} \cdots \exists x_{n} \in \mathbf{x}_{n}\right. \\
& \left.c\left(x_{1}, \ldots, x_{i-1}, s, x_{i+1}, \ldots, x_{n}\right)\right\}
\end{aligned}
$$

Following [28], the symbol " $\square$ " denotes the interval hull.

Other words, $\mathbf{x}$ is hull-consistent iff for each $i$ we can find two points $x^{a}$ and $x^{b}$, satisfying the property $c$, for which $x_{i}^{a}=\underline{x}_{i}$ and $x_{i}^{b}=\bar{x}_{i}$.

Remark 5.6 Slightly simplifying, hull-consistency is a relaxation of arc-consistency requiring only existence of solutions on the endpoints of each variable's domain, but not necessarily for all interior points.

Now, let us describe, how to check if a box is hull-consistent and how to enforce hull-consistency on a box.

### 5.5.1.1 Algorithms for Enforcing Hull-consistency

For simple constraints, checking and/or enforcing hull-consistency is relatively simple.

As a simple example, let us consider an equation $x_{1}+x_{2}-3=0$. By obvious symbolic transformations, we obtain formulae for both variables that can be used to obtain their consistent domains:

$$
\begin{aligned}
& \mathbf{x}_{1}=3-\mathbf{x}_{2} \text { and } \\
& \mathbf{x}_{2}=3-\mathbf{x}_{1} .
\end{aligned}
$$

Using the above consistency operators, we can simply check consistency for any box or compute its sub-box containing all consistent values. For instance, a box $[-4,2] \times[-2,4]$ is not hull-consistent, but it can be reduced to the hull consistent one, by applying:

$$
\begin{aligned}
& \mathbf{x}_{1}=\mathbf{x}_{1} \cap\left(3-\mathbf{x}_{2}\right)=[-4,2] \cap[-1,5]=[-1,2], \\
& \mathbf{x}_{2}=\mathbf{x}_{2} \cap\left(3-\mathbf{x}_{1}\right)=[-2,4] \cap[1,7]=[1,4] .
\end{aligned}
$$

This box is hull-consistent indeed, as points $(-1,4)$ and $(1,2)$ are solutions of the initial constraint $x_{1}+x_{2}-3=0$.

However, for a more sophisticated constraint, obtaining a consistent box is not as straightforward. Let us consider the constraint:

$$
\begin{equation*}
x_{1}^{3}+2 \cdot x_{1}^{2}-\sin \left(x_{2}\right)=0 . \tag{5.8}
\end{equation*}
$$

Again, by relatively simple symbolic transformations we can extract $x_{2}$ from Eq. (5.8), but not $x_{1}$. The solution is to decompose such an equation into primitive ones, by adding additional variables and apply hull-consistency to such a decomposed system. For the constraint (5.8), we could obtain:

$$
\begin{aligned}
t_{1}-x_{1}^{3} & =0, \\
t_{2}-x_{1}^{2} & =0, \\
t_{3}-2 \cdot t_{2} & =0, \\
t_{4}-t_{1}-t_{3} & =0, \\
t_{5}-\sin \left(x_{2}\right) & =0, \\
t_{4}-t_{5} & =0 .
\end{aligned}
$$

The algorithm HC4 [3] (cf. also [19]) performs such a decomposition, creating a tree of the initial constraint, where a variable corresponds to each node (Fig. 5.2).

### 5.5.2 Box-Consistency

Definition 5.2 A box $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)^{T}$ is box-consistent, iff for each $i$ :

$$
\begin{aligned}
& \mathrm{f}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\underline{x}_{i}, \underline{x}_{i}^{+}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right) \ni 0 \text { and } \\
& \mathrm{f}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\bar{x}_{i}^{-}, \bar{x}_{i}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right) \ni 0 .
\end{aligned}
$$

Let us consider a simple example: the system of equations

$$
C=\left\{x_{1}+x_{2}=0, x_{1}-x_{2}=0\right\}
$$

The box $[-1,1]^{2}$ contains a single solution only: $(0,0)$. Nevertheless, it is boxconsistent with respect to the system $C$.

Fig. 5.2 Expression tree of constraint (5.8)


### 5.5.2.1 Algorithms for Enforcing Box-Consistency

A possible procedure enforcing box-consistency is described by Algorithm 7. There can be also other procedures, differing in some significant details (cf., e.g., [3, 4, 8, 15]).

```
Algorithm 7 Procedure bc_enforce
Require: \(\mathbf{x}, \mathrm{f}, L_{\text {pairs }}, \varepsilon, \varepsilon_{\text {equal }}\)
    repeat
        store \(\mathbf{x}^{\text {old }}=\mathbf{x}\)
        modified \(=\) false
        for all \((j, i) \in L_{\text {pairs }}\) do
            if (bc3revise \(\left(\mathbf{x}, \mathrm{f}_{j}, i, \mathbf{x}_{i}^{\text {old }}, \varepsilon, \varepsilon_{\text {equal }}\right.\), modified) results in "no solutions") then
                return "no solutions"
    until (not modified)
    return \(x\)
```

Procedure "bc3revise" performs the reduction for a specific variable with respect to a specific equation. It is described by Algorithm 8.

```
Algorithm 8 Procedure bc3revise
Require: \(\mathbf{x}, \mathfrak{f}, i, \mathbf{x}_{i}^{\text {old }}, \varepsilon, \varepsilon_{e q u a l}\), modified
    if (left_narrow ( \(\mathbf{x}, \mathrm{f}, i, \varepsilon, \varepsilon_{\text {equal }}\) ) results in "no solutions") then
        return "no solutions"
    if (right_narrow ( \(\left.\mathbf{x}, \mathfrak{f}, i, \varepsilon, \varepsilon_{\text {equal }}\right)\) results in "no solutions") then
        return "no solutions"
    if \(\left(\operatorname{dist}\left(\mathbf{x}_{i}, \mathbf{x}_{i}^{\text {old }}\right)>=\varepsilon_{\text {equal }}\right)\) then
        modified \(=\) true
    return \(x\)
```

Procedure "left_narrow" is described by Algorithm 9 ("right_narrow" is analogous). The code can be found (with comments and a discussion) in [35, 36], but we give it here for the sake of completeness.

### 5.5.3 Higher-Order Consistencies

The most important drawback of both hull- and box-consistency is that it considers only a single constraint. There are however higher-order-consistency notions that do not have this limitation.

Most authors (e.g., [7, 40]) use the following notions of 3B-consistency and bound-consistency (or "box(2)-consistency"):

```
Algorithm 9 Procedure left_narrow
Require: \(\mathbf{x}, \mathrm{f}, i, \varepsilon, \varepsilon_{\text {equal }}\)
    \(\mathbf{x}_{l e f t}=\left[\underline{x}_{i}, \underline{x}_{i}^{+}\right]\)
    if \(\left(0 \in \mathfrak{f}\left(\mathbf{x}_{\text {left }}\right)\right)\) then
        return \(\underline{x}_{l e f t}\), "found a pseudo-solution"
    compute the interval extension of \(\mathbf{g}_{i}=\frac{\partial f}{\partial x_{i}}(\mathbf{x})\)
    \{Using the automatic differentiation arithmetic makes us compute the whole interval gradient
    \(\mathbf{g}\), but only one component is going to be used \}
    update \(\underline{x}=\bar{x}_{\text {left }}\)
    compute \(\mathbf{x}_{n e w}=\mathbf{x}_{\text {left }}-\frac{\mathrm{f}\left(\mathbf{x}_{\text {left }}\right)}{\mathbf{g}_{i}}\) \{Perform the interval Newton step using ordinary or extended
    interval arithmetic, depending on whether \(0 \in \mathbf{g}_{i}\) or not \(\}\)
    if \(\left(\mathbf{x}_{i} \cap \mathbf{x}_{\text {new }}=\emptyset\right)\) then
        return "no solution"
    if \(\left(\operatorname{dist}\left(\mathbf{x}_{i}, \mathbf{x}_{\text {new }}\right)<\varepsilon_{\text {equal }}\right)\) then
        update \(\mathbf{x}_{i}=\mathbf{x}_{i} \cap \mathbf{x}_{\text {new }}\)
        return \(\underline{x}_{i}\), "found a pseudo-solution"
    update \(\mathbf{x}_{i}=\mathbf{x}_{i} \cap \mathbf{x}_{\text {new }}\)
    if (wid \(\mathbf{x}_{i} \leq \varepsilon\) ) then
        return \(\underline{x}_{i}\), "found a pseudo-solution" \(\left\{\right.\) The component \(\mathbf{x}_{i}\) too narrow for bisection \(\}\)
    bisect \(\mathbf{x}_{i}\), obtaining \(\mathbf{x}_{i}^{(1)}\) and \(\mathbf{x}_{i}^{(2)}\)
    if (left_narrow \(\left(\mathbf{x}^{(1)}, \mathrm{f}, i, \varepsilon\right)\) results in ( \(x^{*}\), "found a pseudo-solution")) then
        return \(x^{*}\), "found a pseudo-solution"
    if (left_narrow \(\left(\mathbf{x}^{(2)}, \mathrm{f}, i, \varepsilon\right)\) results in \(\left(x^{*}\right.\), "found a pseudo-solution")) then
        return \(x^{*}\), "found a pseudo-solution"
    return "no solution"
```

Definition 5.3 A box $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)^{T}$ is 3B-consistent, iff all its facets, lower: $\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\underline{x}_{i}, \underline{x}_{i}^{+}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)^{T}$ and upper ones:
$\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\bar{x}_{i}^{-}, \bar{x}_{i}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)^{T}$, contain a non-empty 2B-consistent subbox.
Definition 5.4 A box $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)^{T}$ is bound-consistent, iff all its facets, lower:
$\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\underline{x}_{i}, \underline{x}_{i}^{+}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)^{T}$ and upper ones:
$\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{i-1},\left[\bar{x}_{i}^{-}, \bar{x}_{i}\right], \mathbf{x}_{i+1}, \ldots, \mathbf{x}_{n}\right)^{T}$, contain a non-empty box-consistent subbox.
Yet higher order $k \mathrm{~B}$ consistency is also used; to the best knowledge of the author, an analog for box-consistency has never been used (or named).

Let us set these notions in order:

- the simplest consistencies we shall call by their traditional names: box-consistency, hull-consistency, interval-consistency (cf. [4]), etc.,
- higher order consistencies will be called $k \mathrm{~B}$-consistency(c), where c denotes the simplest consistency used.

So, we have:

- HC: hull-consistency,
- 3B-consistency(HC), traditionally called just 3B-consistency,
- $k B$-consistency $(\mathrm{HC})$, traditionally called just $k B-c o n s i s t e n c y$,
- BC: box-consistency,
- 3B-consistency (BC), traditionally called bound-consistency,
- $k$ B-consistency (BC), which has not have a name, formerly,
- IC: interval-consistency,
- 3B-consistency(IC),
- ...

The procedure enforcing the higher-order consistency, has been proposed by the author. Up to now, it has been implemented for the case of 3B-consistency(BC) (i.e., bound-consistency) [36]. We present it as Algorithm 10.

```
Algorithm 10 Higher-order-consistency enforcing procedure
Require: \(\mathbf{x}, \mathrm{f}, \varepsilon, \varepsilon_{\text {equal }}, \lambda_{\text {min }}\), consistency_proc
    \(\left\{f=\left(f_{1}, \ldots, f_{m}\right)\right.\), consistency_proc is the procedure enforcing lower-order consistency; this
    procedure might require also some other arguments \(\}\)
    let \(\lambda=\lambda_{0}\)
    repeat
        modified \(=\) false
        for \((i=1, \ldots, n)\) do
            store \(\mathbf{x}^{\text {cur }}=\mathbf{x}\)
            store \(\mathbf{x}^{\text {old }}=\mathbf{x}_{i}^{\text {cur }}\)
            \(c_{1}=(1-\lambda) \cdot \underline{x}_{i}^{c u r}+\lambda \cdot \bar{x}_{i}^{c u r}\)
            \(c_{2}=\lambda \cdot \underline{x}_{i}^{c u r}+(1-\lambda) \cdot \bar{x}_{i}^{c u r}\)
            change \(\mathbf{x}_{i}^{\text {cur }}=\left[c_{2}, \bar{x}_{i}^{\text {cur }}\right]\)
            apply consistency_proc to \(\mathbf{x}^{\text {cur }}\)
            if (it resulted in "no solutions") then
                    change \(\mathbf{x}_{i}=\left[\underline{x}_{i}, c_{2}\right]\)
            else
                change \(\mathbf{x}_{i}=\left[\underline{x}_{i}, \bar{x}_{i}^{\text {cur }}\right]\)
            store \(\mathbf{x}^{\text {cur }}=\mathbf{x}\)
            change \(\mathbf{x}_{i}^{\text {cur }}=\left[\underline{x}_{i}^{\text {cur }}, c_{1}\right]\)
            apply consistency_proc to \(\mathbf{x}^{\text {cur }}\)
            if (it resulted in "no solutions") then
                change \(\mathbf{x}_{i}=\left[c_{2}, \bar{x}_{i}\right]\)
            else
                change \(\mathbf{x}_{i}=\left[\underline{x}_{i}^{c u r}, \bar{x}_{i}\right]\)
            if \(\left(\operatorname{wid}_{\mathbf{x}_{i}}+\varepsilon_{\text {equal }} \leq \mathbf{x}_{i}^{\text {old }}\right)\) then
            modified \(=\) true
        if (not modified) then
            change \(\lambda=\lambda / 2\)
    until \(\left(\lambda \leq \lambda_{\text {min }}\right)\)
    return \(\mathbf{x}\)
```


### 5.6 Heuristics for Choosing and Parameterizing the Tools

As we could see, interval analysis provides us a rich set of procedures and techniques to process boxes in $\mathrm{B} \& \mathrm{BT}$ algorithms. To develop an efficient algorithm for a specific problem, we need to choose these tools that will have good performance for this problem (and for a specific box!) and parameterize these tools properly.

For instance, the GS operator usually will not perform well on relatively large boxes; consistency operators will be much more efficient. On the other hand, for sufficiently small boxes, the GS operator will often be unmatched-unless for boxes where $f$ is singular or at least ill-conditioned.

Hull-consistency outperforms box-consistency for simple constraints-especially, when each variable occurs only once in the formula. For more complicated constraints, the dependency problem (cf. Chap. 2) often makes HC inefficient. Yet, there are problems with relatively complicated formulae, for which HC still performs better than BC (see, e.g., [37]).

So, what should be applied in practice? There is no simple answer to this question; we need to develop proper heuristics and policies. Several papers of the author have been devoted to this goal: [30, 32-37]. For efforts taken by other researchers, see, e.g., [14, 16, 18, 23, 24, 27].

We shall not present these heuristics here in details. What should be emphasized is that static heuristics and policies have only a limited potential of performance improvement. As the author observed in [37], intelligent heuristics, based on machine learning techniques should be applied, so that the solver could adapt to the features of a specific problem. Up to now, very little has been done in this field; the only paper known to the author is [17].
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# Chapter 6 <br> Solving Quantified Problems Using Interval Methods 

### 6.1 Interval Global Optimization

Global optimization is one of the first problems for which the interval B\&BT algorithm has been applied; actually, it has been the eponymous B\&B algorithm (see [8, $12,33]$ and references therein).

This applies to unconstrained:

$$
\begin{align*}
& \min _{x} f(x), \\
& \text { s.t. }  \tag{6.1}\\
& x \in[\underline{x}, \bar{x}],
\end{align*}
$$

inequality constrained version:

$$
\begin{align*}
& \min _{x} f(x), \\
& \text { s.t. }  \tag{6.2}\\
& g(x) \leq 0, \\
& x \in[\underline{x}, \bar{x}],
\end{align*}
$$

and equality constrained version:

$$
\begin{align*}
& \min _{x} f(x), \\
& \text { s.t. } \\
& g(x) \leq 0,  \tag{6.3}\\
& h(x)=0, \\
& x \in[\underline{x}, \bar{x}],
\end{align*}
$$

In all three cases, $\mathbf{x}=[\underline{x}, \bar{x}] \subseteq \mathbb{R}^{n}$ and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$.
For the first two cases, the feasible set has a nonempty interior (at least typically), while for equality constrained problems, the feasible set is of measure zero.

There are a few algorithms to solve problems (6.1), (6.3) and (6.2), e.g., the Moore-Skelboe algorithm, Hansen-Sengupta, etc. (cf, e.g., Chap. 9 of [9]).

They differ in several important details, but are all instances of the B\&B algorithm.

### 6.1.1 Branch-and-Bound Algorithm

The interval B\&B for global optimization is an instance of Algorithm 1 with its subprograms: Algorithms 2 and 3. Let us present this instance as Algorithm 11; this is not the only possible formulation, as we discuss later, but the one most important for our purposes.

Remark 6.1 Interval $\mathrm{B} \& \mathrm{~B}$ algorithm for global optimization is often formulated differently than in Algorithm 11. The most important difference are lines 31-36. Often both boxes after bisection are stored in $L$ and a new box $\mathbf{x}$ is always selected from $L$. This allows to change the main loop of the algorithm to a while loop:

```
while (L\not=\emptyset) do
    choose from L the pair (\mathbf{x},y) with the smallest y
    bisect (\mathbf{x}),\mathrm{ obtaining }\mp@subsup{\mathbf{x}}{}{(1)}\mathrm{ and }\mp@subsup{\mathbf{x}}{}{(2)}
    [\mp@subsup{\underline{y}}{}{(1)},\mp@subsup{\overline{y}}{}{(1)}]=\textrm{f}(\mp@subsup{\mathbf{x}}{}{(1)})
    store (L,( (\mp@subsup{\mathbf{x}}{}{(1)},\mp@subsup{\underline{y}}{}{(1)}))
    [\mp@subsup{\underline{y}}{}{(2)},\mp@subsup{\overline{y}}{}{(2)}]=\textrm{f}(\mp@subsup{\mathbf{x}}{}{(2)})
    store (L,( (\mp@subsup{\mathbf{x}}{}{(2)},\mp@subsup{\underline{y}}{}{(2)}))
```

Nevertheless, the author would like to keep the form presented in Algorithm 11. The order of boxes processing seems less relevant to the algorithm's efficiency than avoiding one insertion to a priority queue.

This topic has been discussed also in Chap. 4, in Remark 4.1.
Tools used to process a box depend on problem version (6.1-6.2); we shall discuss them in Sect. 6.1.2.

In any case, the algorithm version has the following features, distinguishing it from other instances of the $\mathrm{B} \& \mathrm{BT}$ algorithm:

- the order of processing boxes is very significant,
- the second phase is simple, but inevitable.

The Order of Processing Boxes

```
Algorithm 11 The branch-and-bound method for global optimization
Require: \(\mathbf{x}^{0}, \mathrm{f}(\cdot), \mathrm{g}(\cdot), \varepsilon\{\mathrm{f}-\) objective, g - constraints \(\}\)
    \(L_{v e r}=L_{p o s}=\emptyset\)
    \(\left[y^{(0)}, \bar{y}^{(0)}\right]=\mathrm{f}\left(\mathbf{x}^{(0)}\right)\)
    \(\bar{L}=\{ \}\)
    \(y_{o p t}=\bar{y}^{(0)}\)
    \(\mathbf{x}=\mathbf{x}^{(0)}\)
    new_box = false
    loop
        if (new_box) then
            if \((L==\emptyset)\) then
                break \{All pairs from \(L\) have been considered \}
            choose from \(L\) the pair \((\mathbf{x}, y)\) with the smallest \(y\)
        new_box \(=\) false
        process the box \(\mathbf{x}\), using the rejection/reduction tests
        update \(y_{o p t}\) if possible
        if (it was verified that \(\mathbf{x}\) contains no solutions) then
            new_box = true
            continue
        else if (it was verified that \(\mathbf{x}\) contains a single stationary point) then
            narrow \((x)\) as possible, using interval tools
            push ( \(L_{v e r}, \mathbf{x}\) )
            new_box \(=\) true
        else if (wid \((\mathbf{x})<\varepsilon)\) then
            push \(\left(L_{p o s}, \mathbf{x}\right)\)
            new_box = true
        else if (the tests resulted in two subboxes of \(\mathbf{x}: \mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\) ) then
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
            store \(\left(L,\left(\mathbf{x}^{(2)}, y^{(2)}\right)\right)\)
            cycle loop
        else
            bisect \((\mathbf{x})\), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
        \(\left[\underline{y}^{(1)}, \bar{y}^{(1)}\right]=\mathrm{f}\left(\mathbf{x}^{(1)}\right)\)
        \(\left[y^{(2)}, \bar{y}^{(2)}\right]=\mathrm{f}\left(\mathbf{x}^{(2)}\right)\)
        if \(\left(\underline{y}^{(2)}<\underline{y}^{(1)}\right)\) then
            \(\operatorname{swap}\left(\left(\mathbf{x}^{(1)}, \underline{y}^{(1)}\right),\left(\mathbf{x}^{(2)}, \underline{y}^{(2)}\right)\right)\)
        \(\mathbf{x}=\mathbf{x}^{(1)}\)
        store \(\left(L,\left(\mathbf{x}^{(2)}, y^{(2)}\right)\right)\)
    \{Second phase - verification \}
    for all \(\left(\mathbf{x} \in L_{v e r}\right)\) do
        if \(\left(\mathrm{f}(\mathrm{x})>y_{\text {opt }}\right)\) then
        discard \(\mathbf{x}\)
    for all \(\left(\mathbf{x} \in L_{p o s}\right)\) do
        if \(\left(f(\mathbf{x})>y_{\text {opt }}\right)\) then
        discard \(\mathbf{x}\)
    return \(L_{v e r}, L_{p o s}\)
```

Usually, the boxes are sorted according to increasing lower bound of the objective function. Specifically, we store pairs ( $\mathbf{x}, \underline{y}$ ), where $[\underline{y}, \bar{y}]=\mathrm{f}(\mathbf{x})$; such pairs are usually stored in some sort of priority queue.

Indeed, such an ordering and taking the pair with the lowest $\underline{y}$ if each iteration guarantees the convergence of the algorithm. However, it is not the optimal approach. According to an interesting paper of Shary [39], it is better to choose a pair with sufficiently small, but not necessarily smallest $\underline{y}$. It even occurred to be beneficial to randomize the chosen box, i.e., to choose the random one of the first few in the priority queue. It is worth noting that compatible results have been obtained for Lipschitz optimization, by Lera and Sergeyev [27].

In [28], yet another approach has been described, replacing the priority queue by a pair of lists: "promising boxes" with sufficiently small $y$ and the list of other boxes. This approach seems quite successful and particularly sufficient for multithreaded implementations; cf. Chap. 7.

## The Second Phase of Global Optimization Algorithm

The second phase of Algorithm 11 is simple, but important. It boils down to scanning the lists $L_{v e r}$ and $L_{p o s}$ (resp. other solution list(s) assembled by another versions of this algorithm) and removing from them all solution boxes containing local (and not global) optima.

While the procedure itself is simple, it should be emphasized that such final scan has to be done after phase one is completed: otherwise, we would not be certain about the value of $y_{\text {opt }}$. In the case of a distributed implementation (cf. Chap. 7), this phase requires synchronization between all instances performing the first phase, and executing some sort of reduction operation to compute the minimum of all "local" values of $y_{o p t}$.

## Bisection

Which variable to subdivied and in what manner? This problem has been extensively studied by several authors. The most common concept of bisecting symmetrically the longest edge of the box (so-called, maximal diameter bisection):

$$
k=\underset{i}{\operatorname{argmax}} \operatorname{wid}_{i},
$$

is widely accepted as convergent, but it is definitely not optimal-at least not for all problems.

Another common approach is to subdivide the component with maximal smear:

$$
k=\underset{i}{\operatorname{argmax}} \operatorname{wid}\left(\frac{\partial \mathrm{f}(\mathbf{x})}{\partial \mathbf{x}_{i}} \cdot \mathbf{x}_{i}\right) .
$$

This idea has been independently proposed by Csendes [36] and Shary (cf. [40]). It works well for unconstrained problems, but for constrained ones more subtle policies may become handy (see, e.g., [12]).

Some researchers (e.g., [3, 35]; see also [12], Paragraph 5.1.2) have also suggested to use multisection, but its usefulness is questionable. Details have been given in Sect.4.9.

## Other Possible Interval Global Optimization Algorithms

Section 5.1 of [12] makes an interesting survey of various interval global optimization algorithms. Besides the versions we already know, several other ones are mentioned. Some of them make no use of derivatives or are targeted at very specific class of problems.

One of the algorithms worth mentioning is [4]. The idea is to seek the approximate global minimizer with a non-interval algorithm, prior to the actual $\mathrm{B} \& \mathrm{~B}$ procedure. Many professional solvers can be applied here; also multithreaded or distributed ones. The obtained minimizer should then be validated and a very good initial value of $y_{o p t}$ gets computed this way. Many subregions can thus be efficiently deleted, using some kind of constraint propagation on the constraint $f(x) \leq y_{o p t}$.

Yet another interesting algorithm for global optimization has been proposed by Shary [38]. In this approach, the B\&B procedure is performed not in the space $\mathbb{R}^{n} \ni x$, but $\mathbb{R}^{n+1} \ni(x, y)$, i.e., the objective $y$ is treated as one of the variables, that can be bisected as well as the other variables. A similar idea has been applied by the author for multicriteria problems; see below, Sect. 6.2.

### 6.1.2 Processing a Box in Interval Global Optimization

Tools to process a single box in interval B\&B global optimization algorithms have been extensively studied by several authors. As there exist several textbooks (including $[8,12])$ and papers, only a brief description will be given here.

It is also worth noting that many of these techniques are analogous to ones used for solving nonlinear equations systems, presented in Chap. 5. For instance, the interval Newton operators or various constraint propagation techniques can be applied in two manners:

- for solving 0th-order conditions, of the type: $f(x) \leq y_{o p t}$;
- for solving 1st-order conditions, like $\nabla f(x)=0$ for unconstrained problems or Fritz John conditions, for constrained ones.

Nevertheless, efficiency of these tools may be different for global optimization than for equations systems. For instance, choice of the preconditioning matrix in the interval Newton operator turns out to be less important for the former problem than for the latter [11].

In general, it is worth to distinguish two situations, when the used tools will differ:

- unconstrained and inequality-constrained problems: then the feasible set has (usually) a non-empty interior and it is relatively easy to find feasible points;
- equality-constrained problems: then the feasible set is of measure zero and obtaining a verified feasible point requires solving a system of (typically underdetermined) nonlinear equations [13].

Many tools, like the midpoint test or monotonicity test [11] are not applicable in the second case. Quoted books (particularly [12]) and papers (e.g., [15-17, 31, 41]) discuss other (less common) tools, also.

### 6.2 Pareto Sets of Multicritria Problems

In many branches of engineering and decision-making, we encounter "optimization" problems with several criteria. Other words, we are interested in solving the following problem:

$$
\begin{array}{ll}
\min _{x} q_{k}(x) & k=1, \ldots, N, \\
\text { s.t. } &  \tag{6.4}\\
g_{j}(x) \leq 0 & j=1, \ldots, m, \\
x_{i} \in\left[\underline{x}_{i}, \bar{x}_{i}\right] & i=1, \ldots, n .
\end{array}
$$

Often, we can aggregate all criteria $q_{k}(x)$ into a single value, but sometimes we are interested in finding the whole Pareto frontier, defined below.

Definition 6.1 A feasible point $x$ is Pareto-optimal (non-dominated), if there exists no other feasible point $x^{\prime}$ such that:

$$
\begin{array}{ll}
(\forall k) & q_{k}(y) \leq q_{k}(x) \text { and } \\
(\exists i) & q_{i}(y)<q_{i}(x) .
\end{array}
$$

The set $P \subset \mathbb{R}^{n}$ of all Pareto-optimal points (Pareto-points) is called the Paretooptimal set. The Pareto frontier is the image of the Pareto-optimal set.

For convenience, in the sequel, they both will be called Pareto sets.
Computing the Pareto sets (or even approximating them precisely enough) is a hard task, especially for nonlinear problems. Interval methods turned out to be a useful tool to obtains such an approximation. They can be used in at least three manners:

- reducing the problem to repeated unicriterion global optimization;
- $\mathrm{B} \& \mathrm{BT}$ procedure performed in the decision space;
- $\mathrm{B} \& B T$ procedure performed in the criteria space and resulting boxes inverted to the decision space.

Let us present them briefly.
Reducing to Global Optimization
Fernandez and Toth [6] present a sophisticated algorithm for a bicriteria problem. One of the criteria is treated as the objective and the other as a constraint. A sequence of constrained optimization problems:

$$
\begin{align*}
& \min _{x} f_{1}(x), \\
& \text { s.t. }  \tag{6.5}\\
& f_{2}(x) \leq y_{2}, \\
& x \in X,
\end{align*}
$$

is then solved starting with $y_{2}=+\infty$ and restricting the constraint subsequently. Precisely: for each of these optimization problems, the set of $\varepsilon$-optimal solutions is approximated, until this set becomes empty.

Thanks to reducing the problem to global optimization, tools analogous to typical global optimization problems can be used. As much information as possible is extracted from the solution of each (6.5) problems; in particular, boxes that cannot contain solutions of further optimization problems get discarded, not to be considered in subsequent algorithm's stages. For all details, the reader is referred to [6].

The algorithm seems efficient, but it can hardly be generalized to the case of larger number of criteria (and such a generalization would be quite inefficient, probably).

## The B\&BT Search in Decision Space of the Problem

This approach, most similar to algorithms currently used in global optimization or equations solving, was presented in the paper of Ruetsch [37]. While processing the boxes he uses two kinds of tests to discard them:

- comparing the bounds on criteria values in boxes, to delete dominated ones,
- a "differential approach"-some procedure using the information about gradients, probably equivalent (or almost equivalent) to the "multicriteria variant of the monotonicity test" introduced by Kubica and Woźniak [19].

Unfortunately, the paper [37] lacks several important informations, useful to implement the algorithm:

- How are the boxes stored and chosen for comparisons? In particular, is linear search necessary?
- Details about the "differential procedure".


## The B\&BT Search in Criteria Space of the Problem

This approach was first presented by Barichard and Hao [2] and than in a series of papers of Kubica and Woźniak [19, 21, 22, 24, 25].

Barichard and Hao proposed an algorithm storing pairs of boxes-the box in decision and in criteria space. They perform bisection in the criteria space and use constraint propagation to narrow the corresponding box in decision space. Also, some algorithm, called "substitution procedure" is used to find a feasible point in each box. Having feasibility of some points verified, boxes dominated by them can be discarded.

Paper [2] lacks several important details about the substitution and the constraint propagation procedures, which makes it difficult to implement it. Also, presented results lack the information about computation time or number of iterations, criteria evaluations.

Kubica and Woźniak [18, 22] proposed an algorithm similar in general assumptions, but different in significant details. Among others, boxes obtained from b\&b procedure are inverted to the decision space. This means that with each box $\mathbf{y}$ in the criteria space a set of boxes $\{\mathbf{x}\}$ in the decision space is associated, not a single box. This set is represented by three lists of boxes:

- boxes verified to lie in the interior of reverse image of $\mathbf{y}$,
- boundary boxes of the reverse image of $\mathbf{y}$,
- boxes yet to be checked.

To invert the boxes a version of the SIVIA procedure [10] is used. In contrast to classical SIVIA, the procedure in Kubica and Woźniak's algorithm is broken when the first interior box is found-even, if there are still unchecked boxes. This allows a relatively early approximation of the Pareto front and consequently a possibility to discard dominated boxes in the criteria space.

After obtaining the desired accuracy (given by $\varepsilon_{y}$ parameter) of the Pareto front approximation, we enter the "second phase" in which all boxes from the decision space, yet unchecked (because SIVIA was broken), are investigated until a desired accuracy $\varepsilon_{x}$ is obtained. This second phase does not allow discarding boxes from the criteria space or affect the approximation of the Pareto front.

```
Algorithm 12 The branch-and-bound method in the criteria space
Require: \(\mathbf{x}^{0}, \mathrm{f}(\cdot), \mathrm{g}(\cdot), \varepsilon_{x}, \varepsilon_{y}\left\{\mathrm{f}=\left(\mathrm{f}_{1}, \ldots, \mathrm{f}_{N}\right)^{T}\right.\) - criteria, g - constraints \(\}\)
    \(\mathbf{y}^{(0)}=\mathrm{f}\left(\mathbf{x}^{(0)}\right)\)
    \(L=\left\{\left(\mathbf{y}^{(0)},\{ \},\{ \},\left\{\mathbf{x}^{(0)}\right\}\right)\right\}\)
    while (there is a quadruple in \(L\), for which wid \(\mathbf{y} \geq \varepsilon_{y}\) ) do
        take this quadruple ( \(\mathbf{y}, L_{\text {in }}, L_{\text {bound }}, L_{\text {unchecked }}\) ) from \(L\)
        bisect \(\mathbf{y}\) to \(\mathbf{y}^{(1)}\) and \(\mathbf{y}^{(2)}\)
        for \(\mathrm{i}=1,2\) do
            apply SIVIA with accuracy \(\varepsilon_{x}\) to quadruple \(\left(\mathbf{y}^{(i)}, L_{\text {in }}, L_{\text {bound }}, L_{\text {unchecked }}\right)\), breaking it
            after finding the first feasible box
            if (the resulting quadruple has a nonempty interior, i.e., \(L_{\text {in }} \neq \emptyset\) ) then
                delete quadruples that are dominated by \(\bar{y}^{(i)}\)
            insert the quadruple to the end of \(L\)
    \{Second phase - finishing to invert the Pareto frontier \}
    for all (quadruple in \(L\) ) do
        process boxes from \(L_{\text {unchecked }}\) until all of them get to \(L_{\text {in }}\) or \(L_{\text {bound }}\)
    return \(L_{v e r}, L_{\text {pos }}\)
```


### 6.2.1 Tools

Tools that can be applied in all three algorithms to compute Pareto sets are (at least to some extent) distinct in all cases. In his earlier paper, the author has proposed several tools for Algorithm 12. In particular, a multicriterion analog of the monotonicity test
has been introduced [19], 2nd-order Pareto-optimality conditions (analogous to Fritz John conditions) [24] and specialized heuristics for bisection [25].

Other notable tools have been introduced, in particular, in [7, 29, 30].

### 6.3 Game Solutions

Seeking solutions of continuous games is one of the most sophisticated (yet still practical) instances of Problem (1.1). It has been considered in the author's papers [14, 20, 23, 26].

The game theory tries to predict decisions and/or advise the decision makers on how to behave in a situation when several players (sometimes called "agents") have to choose their behavior that will also influence the others. In the game theory, the behavior of a separate player can be described by its "strategy", and we suppose that the $i$-th player chooses the strategy $x^{i} \in X_{i}$. Usually, it is assumed that each player tends to minimize their cost function (or maximize their utility) represented by $q_{i}\left(x^{1}, \ldots, x^{n}\right)$.

So, each of the decision makers solves the following problem:

$$
\begin{align*}
& \min _{x^{i}} q_{i}\left(x^{1}, \ldots, x^{n}\right),  \tag{6.6}\\
& \text { s.t. } \\
& x^{i} \in X_{i} .
\end{align*}
$$

What solution are they going to choose?
The most commonly considered is the so-called Nash equilibrium point [34]. It can be defined as a situation (an assignment of strategies to all players), when each player's strategy is optimal against those of the others. Formally, the tuple $x^{*}=\left(x^{1 *}, \ldots, x^{n *}\right)$ is a Nash equilibrium, iff
$(\forall i \in\{1, \ldots, n\})\left(\forall x^{i} \in X_{i}\right) q_{i}\left(x^{1 *}, \ldots, x^{i-1 *}, x^{i}, x^{i+1 *}, \ldots, x^{n *}\right) \geq q_{i}\left(x^{1 *}, \ldots, x^{n *}\right)$.
The notion of a NE has several interesting (and non-obvious) theoretical and practical features (in particular, contrary to a popular belief, they are not necessarily selfenforcing [5]), which are however out of the scope of this monograph.

Also, they have several important drawbacks-both theoretical (rather strong assumptions about the players' knowledge and rationality) and practical (they can be Pareto-inefficient, i.e., it is possible to improve the outcome of one player, without worsening results of the others [32]).

Hence, several "refinements" to the notion of NE have been introduced, including, in particular, the strong Nash equilibrium (SNE); see [1]. For such points, not only none of the players can improve his performance by changing strategy, but also no coalition of the players can improve the performance of all of its members, by mutually deviating from the SNE. Formally:

$$
\begin{equation*}
(\forall I \subseteq\{1, \ldots, n\})\left(\forall x^{I} \in \times_{i \in I} X_{i}\right)(\exists i \in I) \quad q_{i}\left(x^{\backslash I *}, x^{I}\right) \geq q_{i}\left(x^{\backslash I *}, x^{I *}\right) \tag{6.7}
\end{equation*}
$$

### 6.3.1 Algorithm

Algorithm 13 presents the version of $\mathrm{B} \& \mathrm{BT}$ method (the generic Algorithm 1), specialized for seeking game equilibria. A similar algorithm works for NE and SNE. The differences are in two points:

- details of processing a single box;
- details of verifying the box in the 2nd phase.

We get back to these differences in the next subsection.

```
Algorithm 13 The branch-and-bound-type method for seeking NE/SNE
Require: \(\mathbf{x}^{0}, \mathbf{q}(\cdot), \varepsilon\)
    \(L_{v e r}=L_{\text {pos }}=L_{\text {check }}=L_{\text {small }}=\emptyset\)
    \(\mathbf{x}=\mathbf{x}^{(0)}\)
    loop
        \(\mathbf{x}^{\text {old }}=\mathbf{x}\)
        process the box \(\mathbf{x}\), trying to verify if it does or does not contain a point satisfying the necessary
        conditions of being a solution
        if ( \(\mathbf{x}\) was discarded, but not all \(q_{i}\) 's are monotonous on it) then
        push ( \(\left.L_{\text {check }}, \mathbf{x}^{\text {old }}\right)\)
        discard \(\mathbf{x}\)
        else if (the tests resulted in two subboxes of \(\mathbf{x}: \mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\) ) then
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
            push \(\left(L, \mathbf{x}^{(2)}\right)\)
            cycle loop
        else if (wid \((x)<\varepsilon)\) then
            push ( \(L_{\text {small }}, \mathbf{x}\) )
        if ( \(\mathbf{x}\) was discarded or \(\mathbf{x}\) was stored) then
            \(\mathbf{x}=\operatorname{pop}(L)\)
            if ( \(L\) was empty) then
            break
        else
            bisect ( \(\mathbf{x}\) ), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
        push \(\left(L, \mathbf{x}^{(2)}\right)\)
    \{Second phase - verification \}
    for all \(\left(\mathbf{x} \in L_{\text {small }}\right)\) do
        check if another solution from \(L_{\text {small }}\) does not invalidate \(\mathbf{x}\)
        verify if no box from \(L_{\text {check }}\) contains a point that would invalidate \(\mathbf{x}\)
        put \(\mathbf{x}\) to \(L_{v e r}, L_{p o s}\) or discard it, according to the results
    return \(L_{v e r}, L_{p o s}\)
```


### 6.3.2 Tools

Optimal tools and heuristics for B\&BT algorithms seeking NE/SNE still require further studies. The author has done some preliminary research in this area, providing, in particular, the analog of monotonicity test for verifying SNE [26] or emphasizing the importance of testing concavity of players' criterion functions and investigating the possibilities of eigenvalues bounding, for this purpose [14].

Obviously, the tools differ slightly depending on if in request is NE, SNE or possibly yet another kind of game solution. Papers [20,26] discuss necessary conditions of Nash and strong Nash equilibria (analogous to Karush John conditions [12] or similar conditions for Pareto-optimality [25]). They can be solved using the interval Newton operator or other constraint propagation methods.

It is worth noting that the elaborate character of Algorithm 13 (in particular, its sophisticated 2nd phase) make it particularly hard to parallelize in a distributed environment. Problems with such an implementation, and how the author had dealt with them are discussed in [14]; cf. also Sect. 7.6 of this volume.

### 6.4 Summary

In this chapter, three important classes of problems have been considered: global optimization, Pareto-sets seeking and game solutions seeking. All of them can be solved using the interval B\&BT algorithm. All of them have already been studied, but as for the first problem, these are extensive studies, described in several textbooks, for the second one there are just a few collections of papers. The last problem has been considered mostly by the author of this monograph, in a few of his papers.

All three of the problems still require further studies to develop modern, highlytuned, parallelized and practical algorithms, by filling the B\&BT "skeleton" with proper tools and heuristics, tailored for the given class of problems.
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## Chapter 7 <br> Parallelization of B\&BT Algorithms

### 7.1 Introduction

In the Chap. 4, the author has presented the class of interval branch-and-bound-type (B\&BT) algorithms for solving problems of the form (1.1):

Find all $x \in X$ such that $P(x)$ is fulfilled,
where $P(x)$ is a formula with a free variable $x$ and $X \subseteq \mathbb{R}^{n}$. This is a pretty general class, containing, i.a., equations systems, constraint satisfaction problems (CSPs), global optimization, seeking Pareto-optimal points of a multicriteria problem, seeking solutions of a game and many others.

The structure and various details and issues of such algorithms have been described in Chap. 4. In the present chapter, we are going to discuss implementation of B\&BT algorithms. This chapter is mostly a survey, but it contains some original considerations, also.

Before we get to the merit, let us remind the general structure of such algorithms, for the sake of completeness.

### 7.2 Generic Algorithm

The generic B\&BT algorithm can be expressed by the pseudocode, presented in Algorithm 1.

This algorithm consists of two phases: the actual B\&BT method (Algorithm 2) and the second phase, when the results are checked (if it is necessary; Algorithm 3).

All details can be found in Chap. 4; also notation from Chap. 4 is preserved:

- $L$-the list of initial boxes;
- $P(x)$-the predicate formula, defining the problem under consideration;

```
Algorithm 14 The overall algorithm
Require: \(L, P\)
    perform the initial exclusion phase on \(L\) (if sufficient)
    perform the essential branch-and-bound-type method (i.e., Algorithm 2) for \((L, P)\), storing the
    results in \(L_{\text {ver }}, L_{\text {pos }}, L_{\text {check }}\)
    \{The second phase\}
    perform the verification (i.e., Algorithm 3) for \(L_{v e r}, L_{\text {check }}, P\)
    perform the verification (i.e., Algorithm 3) for \(L_{\text {pos }}, L_{c h e c k}, P\)
```

```
Algorithm 15 The essential generalized branch-and-bound method
Require: \(L, P\)
    \(L_{v e r}=L_{\text {pos }}=L_{\text {check }}=\emptyset\)
    \(\mathbf{x}=\operatorname{pop}(L)\)
    loop
        process the box \(\mathbf{x}\), using the rejection/reduction tests
        update the shared quantities (if any)
        if ( \(\mathbf{x}\) does not contain solutions) then
            if \(\operatorname{CHECK}(\mathbf{x})\) then
                push \(\left(L_{\text {check }}, \mathbf{x}\right)\)
            discard \(\mathbf{x}\)
        else if \(\operatorname{VERIF}(\mathbf{x})\) then
            push ( \(\left.L_{v e r}, \mathbf{x}\right)\)
        else if (the tests resulted in two subboxes of \(\mathbf{x}: \mathbf{x}^{(1)}\) and \(\left.\mathbf{x}^{(2)}\right)\) then
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
                push \(\left(L, \mathbf{x}^{(2)}\right)\)
                cycle loop
        else if ( \(\mathbf{x}\) is small enough) then
                push \(\left(L_{p o s}, \mathbf{x}\right)\)
        if ( \(\mathbf{x}\) was discarded or \(\mathbf{x}\) was stored) then
            \(\mathbf{x}=\operatorname{pop}(L)\)
                if ( \(L\) was empty) then
            return \(L_{\text {ver }}, L_{\text {pos }}, L_{\text {check }}\)
        else
            bisect ( \(\mathbf{x}\) ), obtaining \(\mathbf{x}^{(1)}\) and \(\mathbf{x}^{(2)}\)
            \(\mathbf{x}=\mathbf{x}^{(1)}\)
            push \(\left(L, \mathbf{x}^{(2)}\right)\)
```

```
Algorithm 16 Verification of solutions
Require: \(L_{\text {sol }}, L_{\text {check }}, P\)
    for all \(\left(x \in L_{\text {sol }}\right)\) do
        discard \(\mathbf{x}\) if it does not contain any point \(x \in \mathbf{x}\), satisfying \(P(x)\)
        \{details of the verification depend on \(P\), but the shared quantities and, possibly, the boxes
        from \(L_{\text {check }}\) are useful there \(\}\)
```

- the lists/sets of solutions: $L_{v e r}$-verified solution boxes, $L_{p o s}$-possible solution boxes;
- $L_{\text {check }}$-boxes (possibly, with some additional information) that can be used in the second phase to verify boxes from $L_{v e r}$ and $L_{p o s}$, if needed;
- VERIF(x)—the box $\mathbf{x}$ has been verified to contain a solution/a point satisfying some necessary conditions to be a solution;
- $\operatorname{CHECK}(\mathbf{x})$-the box $\mathbf{x}$ does not contains a solution, yet it can be useful to verify $P$ for some other box in the second phase.


### 7.3 Basic Implementation Details

Let us start with discussing two issues of each implementation: used data structures and memory management. As B\&BT algorithms tend to be memory-demanding, these issues are pretty important even for a serial implementation; for a parallel one, their importance is even higher.

### 7.3.1 Data Structures

The most basic issue of the implementation is to choose a proper data structure to store sets of boxes: $L, L_{v e r}, L_{p o s}$ and $L_{\text {check }}$. Several data structures might be appropriate: a vector, a linked list, various realizations of a stack, a queue, a priority queue or many others. It depends on the order in which the boxes should be processed-if this order is relevant-and on various other implementation details.

An extremely important factor is the efficiency under the conditions of parallelization. This topic is going to be considered later in the paper (consult Sect. 7.5).

Another important factor is efficient memory management, which will be discussed in the next subsection.

### 7.3.2 Memory Management

Typically, B\&BT algorithms process a large number of boxes. How to store these boxes? How to organize the memory for storing them? As pointed in [32], the implementation that keeps boxes on the heap (which means that, in C++, we use new/ delete operators) is suboptimal at least for two reasons:

- the default $\mathrm{C}++$ allocator is not tuned for allocating relatively small objects; it is a simple wrapper over the C malloc / free operations with some additional overhead; cf. [4];
- memory management in a multithreaded environment happens to be particularly inefficient.

There are a few possibilities for improvement. It is possible to use a specialized memory allocator, e.g., the Small Object Allocator from the Loki library [37] or another one (for details, consult [32]).

Another possibility (and probably the best one) is to use the move semantics, introduced in the $\mathrm{C}++11$ standard. This allows to avoid using dynamic variables, but cannot be applied if we decide to store boxes on linked lists. Yet, it is compatible with containers, like, e.g., std::vector or tbb::concurrent_vector (from the TBB library [25]). Results from [32] seem to confirm the superiority of the move semantics over dynamic allocation of memory, but further investigations seem required to give an unambiguous answer.

### 7.4 Parallelization of the B\&BT Algorithm

Now, let us get to the main topic: parallelization of the considered class of algorithms. Both phases of a B\&BT algorithm parallelize well, as different boxes can be processed independently. Yet, they are (in general) not "embarrassingly parallel"-for both basic kinds of parallel implementation (shared or distributed memory) some problems have to be addressed.

The next two sections discuss shared- and distributed-memory parallelization possibilities of a $\mathrm{B} \& \mathrm{BT}$ algorithm.

### 7.5 Shared Memory Implementations

The main difficulties of multithreaded implementation of $\mathrm{B} \& \mathrm{BT}$ algorithms are:

- MT-safe (i.e., multithreaded-safe) implementation of the procedure processing a single box,
- efficient and MT-safe storage of the set of boxes to be considered $(L)$,
- efficient and MT-safe storage of lists/sets $L_{v e r}$ and $L_{p o s}$,
- efficient and MT-safe storage of $L_{\text {check }}$ and other shared quantities (if any).

Even the basic "building block" of the algorithm -the procedure dealing with a single box-does not have to be MT-safe, in general. The C-XSC library [2], the package that the author is using, guarantees safe arithmetic operations, midpoint computation (but only since version 2.3.0!), etc., but the automatic differentiation code has been made MT-safe far later. See [34] for several details.

Also, e.g., some linear programming solvers (like GLPK [1]) are not MT-safe, so using LP-preconditioners (see, e.g., [20]) or LP-narrowing (see, e.g., [19, 21]) is not straightforward in multithreaded solvers. The author does not use them in his current codes.

### 7.5.1 $\quad$ Storage of $L$

As mentioned in Sect.7.3.1, several data structures can be used to store boxes: depending on the problem under consideration, it can be a stack, a queue, a priority queue, etc. Whatever data structure is used, operations on it have to be synchronized (unless each thread has a private list, which is an approach characteristic for distributed memory systems, described in next subsection).

A single lock, guarding the whole data structure $L$ is a valid approach, but it becomes inefficient for a higher number of cooperating threads. There are several efficient implementations of MT-safe structures (see, e.g., [27] and the references therein, for a discussion of this topic) and a good collection of such implementations can be found, e.g., in the TBB (Threading Building Blocks) library [3].

Still, there is yet another possibility and-in several situations-it can be recommended. For several programming frameworks, including TBB, $L$ does not have to be represented explicitly; we can rely on the internal mechanism of task servicing. For example, the author's solver of nonlinear equations systems uses the TBB taskbased parallelism, by utilizing programming concepts tbb::parallel_do and tbb::parallel_do_feeder<T> (see TBB documentation at [3]) to implement the branch-and-prune method (see [25, 26, 28, 29, 31]).

However, for global optimization and other problems, where the order of processing boxes is relevant, we may have to represent the list $L$, explicitly. A priority queue ( tb b:: priority_queue<T>) seems like a proper solution, but not the only one. Lyudvin and Shary [38], among with other authors, claim, it is not beneficial to choose the box with the smallest lower bound, always. This sounds, like a very good news to parallel programmers and the approach of [38]-the two lists: "basic" and "cache"- might allow utilizing all advantages of the task-based parallelism. The author used it in his solver for MPC problems [30].

### 7.5.2 Storage of $L_{v e r}$ and $L_{p o s}$

If the sets of verified and possible solutions are to be shared between all working threads, the access to them has to be synchronized, too. As for $L$, discussed in the previous paragraph, using a single lock for the whole list does not seem the optimal approach, as we have several concurrent implementations of various data structures, that are much more scalable.

What should we use? A concurrent vector (implemented as a list of arrays) seems a proper choice; TBB [3] provides us a sufficient class for this purpose: tbb::concurrent_vector<T> (and so do other libraries, certainly, e.g., Microsoft Parallel Patterns Library or other TBB's competitors).

Yet, if we wish to stick to using a linked list, there is another very good option, also. Instead of using any kind of mutex, we can insert elements in a lock-free manner,
using an atomic exchange instruction. Such an instruction can be defined, by the following pseudocode:

```
Algorithm 17 XCHG
Require: var, value
    \(t m p=v a r\)
    var \(=\) value
    return \(t m p\)
```

Using this atomic operation, we can perform a very simple, efficient and wait-free [17] operation of element insertion (provided, no-one removes the element from the list, concurrently with the insertion operation, but this is the case):

```
Algorithm 18 insert
Require: head, elem
    tmp = XCHG(head, elem)
    elem->next = tmp
```

The procedure is wait-free, as it does not require any retrial or iteration, as methods based on the compare-and-swap operation [17]. A similar procedure is used in Vyukov's algorithms for a non-blocking queue (presented on his web page [49]).

The problem is that the XCHG operation might not be available on assembler languages, using other instruction sets, than x 86 . Also, relatively few software packages provide this operation for high-level languages, like $\mathrm{C} / \mathrm{C}++$, but Intel TBB and the $\mathrm{C}++11$ standard-do. So do CUDA, but GPU programming is yet quite another story (see, e.g., an interesting discussion in [6]).

### 7.5.3 Shared Quantities

As already indicated, solving equations (systems), CSPs and other problems, not requiring quantifier elimination (or the second phase-Algorithm 3) do not require any shared quantities or other shared objects, except-at most- $L, L_{v e r}$ and $L_{p o s}$.

But B\&BT algorithms for many more sophisticated problems need some shared quantities. The simplest case is global optimization, where we need a single floatingpoint number, representing the upper bound on the global minimum. Such a quantity can be secured by a single lock; an active waiting lock (a spin-lock) is appropriate here, usually, as the operations of updating (or reading) of the single number are relatively quick.

For the problem of seeking the Pareto sets, we need to keep the set of several points (or boxes!), representing an approximation of the Pareto frontier. In the author's
paper [35], it is proposed to protect the Pareto frontier approximation by a readerswriter lock. The results were promising, but-probably-we can do better, by using efficient MT-safe data structures. Such experiments are planned in the near future.

In [27, 33], the author stated that an interval tree might be of great use in representing the shared data in interval $\mathrm{B} \& \mathrm{BT}$ methods. A careful investigation of this idea did not verify it. When we need data related to specific regions of the search domain-as in seeking (strong) Nash equilibria [36]-it is better to rely on the list $L_{\text {check }}$ of boxes, as in Algorithm 2. Otherwise, other data structures are pretty sufficient, as discussed in the previous paragraph. The applicability of interval trees seems very limited.

### 7.6 Distributed Memory Implementations

Environments with the local memory, like MPI [41], seem less appropriate for parallelization of B\&BT algorithms, unless we consider the simplest versions with no shared quantities. But, even for the case of equations system or CSP solving, we have to address at least two non trivial issues:

- box migration between the nodes for load balancing,
- termination detection.

There are a few approaches to solve both above issues.

### 7.6.1 Load Balancing

This problem has been studied by several authors; see, e.g., [7, 16, 48] and references therein. To some extent, it is analogous to load balancing between threads, e.g., in TBB (see [25]; also the documentation in [3]). All load-balancing policies are purely heuristical, obviously.

The author does not have his own experiences, yet, but it seems the policy should take the network topology into account. Please note, the modern standard MPI-3 brings several topology-aware features [18].

### 7.6.2 Termination Detection

Also, detecting that all of the cooperating nodes have become idle, is all but trivial. The paper [39] surveys several techniques for termination detection; this is an abstract study, not related to B\&BT algorithms, specifically.

A specific policy to detect termination, usually must depend on the network topology. Ring topology seems particularly convenient. Also, weight-throwing methods of detection might be useful for interval B\&BT algorithms.

### 7.6.3 Advanced Issues

Real difficulties start when implementing algorithm versions for more sophisticated problems-the ones that have to share more information. In environments with local memory, nothing is shared, naturally.

For global optimization, when we share a single floating-point number, we can have its local "photographs" on each node and update them according to some protocol.

Yet, synchronizing the approximation of the whole Pareto frontier, like that, does not seem, to be a good idea. There are a few possibilities:

- devote one of the nodes to maintain a shared resource and respond on queries from other nodes,
- distribute the resource, e.g., each of the nodes keeps some parts of the approximated Pareto frontier,
- re-design the algorithm to use the "shared" data as late as possible.

All of these approaches seem to have some advantages, but which of them is acceptable in practice, remains to be determined. The last one seems the most compatible with the idea of communication-avoiding algorithms (see, e.g., [5]), which is the recent trend in distributed algorithms design. But is it possible to re-design B\&BT algorithms that way?

Analogous issues are related to storing the $L_{\text {check }}$ list, e.g., in algorithms computing (strong) Nash equilibria.

In particular, in [32], the author presents an MPI-based version of the B\&BT algorithm for seeking solution of continuous games. In this implementation, each node stores its own lists of solutions and its own sub-list of $L_{\text {check }}$. In the verification phase, sub-lists of $L_{\text {check }}$ are not moved, but the solutions peregrinate through all nodes in order, to be verified using all boxes from all sub-list of $L_{\text {check }}$.

After they have gone around all nodes, the root node gathers all results to assemble "global" lists $L_{v e r}$ and $L_{\text {pos }}$. For details, the reader is referred to [32].

It is worth noting that the library CXSC-MPI [9] has not been updated for a few years and has several drawbacks. In particular, it lacks:

- functions MPI_Send_recv() or MPI_Send_recv_replace();
- non-blocking operations other than sending, in particular MPI_Irecv ();
- collective operations more sophisticated than MPI_Bcast (), in particular MPI_ Scatter(), MPI_Gather(), MPI_Scatterv() or MPI_Gatherv().

These limitations can be worked around in a few ways; for instance, an interval could be replaced with a pair of floating-point numbers. Unfortunately, this would
require wasting time on transforming the data structures. Another possibility is to use pack/unpack functions for sending noncontiguous data. Details and the example solution, developed by the author, have been described in [32].

### 7.7 Parallelization of Rejection/Reduction Tests

In previous sections, we assumed the following schema of parallelization: various boxes, produced by the B\&BT process, are processed concurrently, but processing a single box is carried out by a serial procedure.

Rarely have been rejection/reduction tests on boxes parallelized so far, but there are exceptions to this rule. For instance, in [31] the procedure to enforce bound consistency is parallelized.

Also, much effort has been put to parallelizing operations on interval matrices. Several early papers can be found in references of [24]. Newer investigations usually try to utilize BLAS libraries for interval matrices; see, e.g., [42]; cf. also [10, 11].

It might seem that parallel matrix operations can be applied to parallelizing rejection/reduction tests directly. The author's opinion is different. Techniques used in parallelizing BLAS operations are tuned for matrices of dimension above thousands, which is much larger than the Hesse matrices, or other matrices, encountered in typical nonlinear problems tractable for B\&BT algorithms (usually, far below one hundred). BLAS libraries might help, because of efficient cache utilization and vectorization (cf. [44]), but not parallelization; at least in the predictable future.

The master's thesis [43] considers parallelization of algorithms for computing eigenvalues of interval matrices. And checking the sign of eigenvalues is an important rejection test, e.g., for optimization or game solution seeking (see [32]).

### 7.7.1 Parallelization of Existence Tests

A separate couple of words should be devoted to parallelization of existence tests of nonlinear systems. The simplest tests, the classical ones based on the interval Newton operator (see, e.g., [20, 40]) or Miranda's theorem [20], are probably too simple to be parallelized efficiently, but this is not true for more complicated ones.

In particular, the new tests, using the toolset of algebraic topology: the Borsuk theorem [8], topological degree theory [14, 15] or, especially, (co)homotopy and (co)homology theory $[12,13]$ are much more complicated and computationally intensive. Operations on simplicial sets or cell complexes, used in the latter approaches, seem pretty well suited for parallelization.

On the other hand, the importance of existence tests does not seem crucial, as they can be used only for verification of solutions that have already been found.

Nevertheless, the role of parallelized (or vectorized) rejection/reduction tests is likely to be increasing. With the advent of many-core architectures, parallelization of
the algorithm should be multi-level and scalable. And a parallelized test is more likely to utilize hyper-threads, working on the same core (they share the same cache!), than concurrent processing of unrelated boxes (resulting in cache misses, inevitably).

### 7.7.2 Modern Architectures

Finally, it is worth noting, that tuning such implementations for modern architectures is an issue itself. In [31], the author described his efforts to tune the bound-consistency enforcing procedure for the Intel Xeon Phi coprocessor; he has only partially successful.

Tuning the algorithms may require in-depth knowledge about the parameters of a specific device; auto-tuning techniques should probably be applied here, also.

These remarks apply to GPUs [22, 23], Xeon Phi and similar coprocessors [46, 47] and, in particular, to hybrid architectures, combining a few different devices [45].

### 7.8 Summary

This chapter discussed several issues of parallel implementations of interval B\&BT algorithms: both shared- and distributed-memory ones. Synchronization, sharing data structures, memory management, and other issues have been discussed.

In the author's opinion, discussion on parallelization of rejection/reduction tests (in Sect. 7.7) was particularly innovative.

Also other remarks form this chapter are crucial for a successful implementation of a B\&BT algorithm, a universal and well-suited for current hardware architectures approach to solve various decision problems; namely, problems of seeking points that satisfy a certain condition, specified in a first-order logic.
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## Chapter 8 <br> Interval Software, Libraries and Standards

Throughout the years, several packages and programs have been developed for interval computations. One of the classical interval solvers is GlobSol, written by Ralph B. Kearfott in Fortran [4]. Several papers describe the use of this solver (see, e.g., [28] and the references therein).

There are many other packages for Matlab [10], Python, ADA and for more niche languages such, as OCaml [14] or Julia [5]. The web page [9] lists several of them. Yet, in our survey, the focus is on C++ packages. But before we present them, let us discuss what they should contain.

### 8.1 Main Issues in Implementing Interval Libraries

It might seem, implementing an interval data type and providing basic arithmetic operations on it (as defined in Sect. 2.3), should be relatively easy in any modern object-oriented language. Notwithstanding, there are some issues; most of them are related to correctly performing of the outward rounding, but other representationrelated problems can be encountered, also, like:

- Can an interval have infinite bounds or not?
- What will be the result of operations on such infinite bounds, e.g. [0, 1] $\cdot[1,+\infty]$ ?
- How to treat the value NaN (Not a Number)? Should we have a NaI (Not an Interval), also?

These and other similar questions have found some answers in the IEEE 754 standard for the floating-point operations.

### 8.1.1 IEEE 754 Standard

This standard has been published in 1985; the last revision is from 2008 [23]. The standard defines the representation of floating-point numbers and properties of some basic operations on them.

It is worth noting that this standard may not be supported by some devices, e.g., by some embedded devices or older (as well as niche) GPUs. Nevertheless, it is supported by x86 assembler, most modern GPUs (both using CUDA and OpenCL) and most other machines (cf. Sect. 8.3.4).

There is a wide literature on the standard (cf., e.g., Sect. 10 of [26]). Also, in one of the appendices (Appendix B) to this monograph, this standard is described. Many features are discussed there: positive and negative zero, normal and subnormal (denormal) numbers, various kinds of NaN, etc. Here, let us emphasize only the properties relevant for operations on intervals (cf. [20]):

- There are four rounding modes: towards the nearest number, towards zero, upwards and downwards.
- There are infinities: $+\infty$ and $-\infty$; they are different from NaNs.

The rounding mode can be switched, using the proper instruction (in $\mathrm{C} / \mathrm{C}++$ we have a feset () function; in the x86 assembly language, fldcw should be used). Unfortunately, changing the mode is usually a relatively time-consuming operation. And a typical interval operation has to change the rounding mode at least three times: downwards, to compute the lower bound; upwards, to compute the upper bound; then restore the initial rounding mode. An important part of many interval libraries is to minimize then umber of rounding mode changes; some tricks allow us to use only one kind of directed rounding [21].

As for considering intervals with infinite bounds, there are a few possibilities, also; see, e.g., [21, 37].

### 8.2 C-XSC

This library has been used by the author in his computational experiments, so it will be described in more details than other packages.

The C-XSC library [2], as other XSC languages (the name stands for eXtended Scientific Computing), has been developed in the University of Wuppertal.

Some time ago, the package had been relatively slow (cf., e.g., comparison in [19]), but much has changed since then. The version 2.3 .0 has been highly improved and optimized. Support for BLAS operations (see below, Sect. 8.2.2), novel types for sparse vectors and matrices and many other innovative tools have been integrated to the library (cf. [33]).

### 8.2.1 Basic Types

Intervals are represented by the cxsc::interval class. Its endpoints are doubleprecision floating point numbers; they are not represented by double variables, but using a custom cxsc::real wrapper class. There are also classes for complex numbers and intervals: cxsc::complex, cxsc::cinterval.

All these classes have their multiple-precision counterparts (also known as staggered representations): cxsc::1_real, cxsc::1_complex, cxsc::1_interval, and cxsc::1_cinterval. Afterwards, we have so-called extended staggered representations of these entities [15]: cxsc::lx_real, cxsc::lx_complex, cxsc::lx_interval, cxsc::lx_cinterval, etc.

It is worth noting that vectors and matrices in C -XSC are not represented using STL templates, but with custom classes: cxsc::rvector, cxsc::rmatrix, cxsc::ivector, cxsc::imatrix, cxsc::1_rvector, etc.

### 8.2.2 The Use of BLAS

As for traditional floating-point algorithms, for many interval algorithms, their most intensive steps are operations on matrices and vectors. For traditional computations, several versions of BLAS (Basic Linear Algebra Subroutines) have been developed to provide tuned (or auto-tuning) procedures, optimized for a specific architecture and environment. OpenBLAS, GotoBLAS, MKL or ATLAS are good examples of various BLAS instances.

In what manner are they optimized? It depends on the architecture. Usually, their main focus is efficient use of the cache hierarchy, but multithreading, vectorization and reducing computational complexity are of interest, also.

Interval algorithms can benefit from using BLAS, as well, as pointwise ones. Several papers, including [42, 43] describe algorithms for computing enclosures of matrix products (a real and an interval matrix, two interval matrices, etc.), using a few computations of products of real-valued matrices.

C-XSC can optionally use a given BLAS package for matrix operations. As the author's experiments indicate, this can be very worthwhile [34], but not for all interval algorithms [35].

### 8.2.3 The Toolbox and Additional Software

The library of C-XSC is pretty rich. We get some automatic differentiation codes, solvers for linear systems with interval coefficients, etc.

On the web page [2], we can find also some additional packages, e.g., for MPI computations with C-XSC [18], computing slopes of functions or some sophisticated solvers, e.g., for differential and integral equations. Some of these tools have been mentioned in other chapters of this monograph.

Unfortunately, the library has not been updated since the February 2014, when version 2.5.4 has been released.

### 8.2.4 Author's Solvers and Libraries

All interval-related programs and packages developed by the author, at least so-far, have been based on C-XSC. This is true for the ADHC library, described in Chap. 3, HIBA_USNE solver for equations systems, described in Chap. 5, and solvers used in Chap. 6: not made public, yet.

Whether in the future these pieces of software should migrate to another interval library, is an open question.

### 8.3 Other Libraries

### 8.3.1 PROFIL/BIAS

This is another widely used C++ interval library; cf., e.g., [26]. The name PROFIL stands for Programmer's Runtime Optimized Fast Interval Library [12]. It is a C++ library with several features, including transcendental functions, automatic differentiation, etc. Actually, it is a C++ interface to lower-level procedures of BIAS.

BIAS.
BIAS is an acronym for Basic Interval Arithmetic Subroutines. It is a set of C functions. As the name suggests, the focus is made on operations on interval matrices. Yet, unlike C-XSC (cf. Sect. 8.2.2), specific BIAS procedures are developed, not basing on non-interval BLAS packages. Their focus is not on efficiently using the cache memory, but on reducing the number of rounding mode switching.

In the author's opinion, the idea is inferior to using BLAS: floating-point BLAS packages are changing constantly, adapting to evolving hardware architectures and utilizing other improvements. BIAS procedures are not able to cope with the development of computer technology. Moreover, they do not seem to be updated since 2009.

### 8.3.2 Boost::Interval

The Boost libraries [6] are well-known to virtually all C++ programmers. They provide a variety of packages for data structures, algorithms, meta-programming and mathematical notions. In particular, we have the Boost::Interval library [7], providing the interval arithmetic and other basic interval operations.

This package has several interesting features. Firstly, the interval data type it provides is a template class, parameterized by two arguments: type and a policy class; so it looks as follows: boost::interval<T, policies>.

The first template argument, is obviously, the underlying type: over which space do we define intervals. What types can be used here? The answer is relatively complicated. Three data types are recommended: float, double and long double, but the set of possible options is not limited to this triple. Ordinal types, like int or boolean can be used here, also, although some functionality might not be available for them.

On the other hand, some substituting for T some types is explicitly forbidden: these are all types that are not totally ordered, like std::complex<T>.

The second argument, the policy class describes several features of the actual instantiation of the interval data type:

- What rounding should be used for the endpoints?
- What conditions should be checked during the operations, e.g., do we allow empty or improper intervals, should we throw exceptions when they occur, etc.
- What comparison operation should be used for intervals (cf. the discussion in Sect. 2.6)?

The library is universal, but less optimized than C-XSC or other competitors. This may change in future versions, obviously.

### 8.3.3 Other Packages

GAOL
Another package worth mentioning is GAOL [8]. The name is a pun: "gaol" means a jail and, according to the opinion of its providers,"GAOL is not JAIL", i.e., "Just Another Interval Library". One of its distinct features is implementing the so-called relational interval arithmetic.

FILIB++
This is another package of C-XSC providers; a C++ version of the older C FI_LIB library. The name stands for Fast Interval LIBrary [1]. The library is minimalistic (no vectors, no matrices, etc.), yet highly optimized for speed, e.g., transcendental functions are computed using table lookup. Unfortunately, no new version of the library has been released since 2011.

## Moore library

Paper [39] describes yet another modern approach to providing an interval arithmetic library. The paper has been released in 2018 and it claims to use the $\mathrm{C}++20$ standard of the C++ language.

Similarly to Boost::Interval, discussed above, the package makes intensive use of template metaprogramming and other modern $\mathrm{C}++$ tools (including so-called
concepts). According to [39], intervals, interval vectors and matrices are represented in the library; there are also some codes to perform automatic differentiation.

One of its interesting (but controversial; cf. Sect. 2.8) features is the possibility of representing not only closed, but also open and half-open intervals.

To the best knowledge of the author, the library is not publicly available: at least currently.

Yet another libraries
There are many more libraries, obviously. It is worth to mention some multiprecision libraries: MPFR and, based on it, MPFI [22]. To the best knowledge of the author, a pretty good implementation of the interval arithmetic was present in Sun's Fortran compilers. In [25], yet another library, based on long double-precision numbers, has been presented. See papers $[19,44]$ and references therein, for more information.

## IBEX

IBEX [13] is one of the interval solvers that are actively developed. It allows solving CSPs (including equations systems) and optimization problems. The core library defines C++ classes representing intervals, interval vectors, matrices, etc.

### 8.3.4 GPU Libraries

These packages deserve a separate subsection, as they differ from CPU libraries to the high extent. Firstly, GPUs and their programming interfaces are not as standardized as high-level programming languages for traditional architectures. Not only we have the "dualism" between CUDA and OpenCL, but even various versions ("compute capabilities") of CUDA have a very differentiated API. What is more, some GPUs (especially older ones) are not compatible with the IEEE 754 Standard; in particular, they do not allow directed roundings. Consequently, first interval programs for GPU, had to implement outward rounding in a more sophisticated (and less efficient) manner; see [17].

Cards using OpenCL, as well as modern NViDIA cards using CUDA allow directed roundings. Packages with this feature have been implemented and used; cf. [30-32].

Unfortunately, to the best knowledge of the author, none of this packages is publicly available, as for now.

### 8.3.5 IEEE Standard 1788-2015: Standard for Interval Arithmetic

This standard [24] has been developed throughout years 2008-2015 [41] by the IEEE P-1788 Working Group for Interval Arithmetic, coordinated by John Pryce [40].

It was an attempt to unify various models, approaches, "philosophies" and definitions of the interval calculus: set-theoretical interval arithmetic, containment set arithmetic, modal interval arithmetic, etc. They are called various flavors by authors of the standard; some of them have been mentioned in Chap. 2. As for now, only the "set-based flavor" (intervals are sets of numbers; if a bound is equal to $\pm \infty$, it is not a member of the interval) is included in the standard, but other ones are planned to be included in the revisions of the Standard. This includes the Kaucher flavor [27], allowing improper intervals, like [2, 1].

All of them need to be consistent with the original Moore's arithmetic (called common intervals, by the Standard's authors), i.e., the arithmetic of bounded, nonempty, compact intervals [40].

## Decorators

Several interesting (and even more not-so-interesting, yet highly important) details are defined by the Interval Standard. We cannot discuss all of them here (please consult papers [40, 41] or the standard itself [24] for details).

Yet, we shall describe one of the features, which turns out to be very innovative with respect to earlier implementation concepts of the interval system: decorators of intervals. What does that mean? A decorated interval is a pair $(\mathbf{x}, d)$, where $\mathbf{x}$ is an interval $[\underline{x}, \bar{x}]$ and $d$ is its decorator, i.e., a description of definedness, continuity, etc.

The idea of decorators is similar to global flags, defined by the IEEE 754 Standard for floating-point computations. These flags indicate underflow, overflow, or other possible features affecting the quality of the obtained result. In IEEE 1788 Standard, global flags have been replaced by "local" decorators, more adequate for today platforms, that support parallelizm pretty often.

To describe the decorator values, defined by the Standard, let us consider the interval $\mathbf{y}=f(\mathbf{x})$. Now, the decorator of $\mathbf{y}$ can have the following values:

- com (common)— $f$ was defined, continuous and bounded on all points from $\mathbf{x}$,
- dac (defined and continuous)- $f$ was defined and continuous on all points from $\mathbf{x}$, although possibly unbounded at some of them,
- def (defined)— $f$ was defined (but not necessarily continuous) on all points from $\mathbf{x}$,
- trv (trivial)—"no information",
- ill (ill-formed)-"Not an Interval", $f$ was not defined on $\mathbf{x}$.

Obviously, the higher the value from the above list, the better the result is considered to be.

Software for IEEE Std 1788-2015
Few libraries are consistent with this standard, up to now. The author is aware of two, only, described in [41]: libieeep1788 [3], written by Marco Nehmeier, and Octave Interval [11], by Olivier Heimlich.

Developing this standard may not only help to unify interval libraries, but also provide better hardware support for interval analysis [29]. As, in particular, Kulisch
indicates in his papers, present x86 processors already contain all components necessary for the hardware support of interval arithmetic and the exact dot product of interval vectors [16, 36, 38].
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## Chapter 9 <br> Applications of Interval B\&BT Methods

### 9.1 Introduction

Interval methods have found applications in several areas; yet, they are still not the "mainstream". This is caused as by the relative hardness of of mastering this tool, as by its relatively high computational demands. Both obstacles should decrease in the future bit by bit: the interval calculus becomes more widely known and accepted constantly and modern, highly-parallel computer architectures allow successful implementations of these demanding algorithms.

As for now, the most prominent areas where interval analysis has been successfully applied are: robotics, chemical engineering and control theory.

This chapter surveys several selected applications; also, it discusses some less known or only potential applications, e.g., in queueing theory.

### 9.2 Robotics

Robotics is one of the fields where the interval calculus has found pretty many applications. This is not surprising when considering at least the following facts:

- In the description of both kinematics and dynamics of robots, we encounter strongly nonlinear functions.
- While the models are nonlinear, their structure can be described by relatively precise formulae; this is in contrast to, e.g., economic modeling, where most models are rather crude approximations.
- We have to estimate several quantities from measurements that are (by their nature) imprecise; the measurement error can usually be bound by an interval.

Interval methods find applications in designing robots [31], kinematics computations, path planning [45] and solving other problems.

### 9.2.1 Manipulator Kinematics

The most common problems solved for manipulator kinematics are: the forward kinematic problem (when we know the configuration of the manipulator and we need to compute the position of the effector) and the inverse kinematics problem (when we know the effector's position and we need to determine the manipulator's configuration).

Variables used to describe the manipulator's configuration vary, depending on the type of manipulator (serial or parallel one) and the type of used joints: rotational, transitional, spherical, etc.

As an example, let us consider solving the inverse kinematic problem of a serial planar $n R$-manipulator, i.e., a manipulator working in the XOY space and consisting of $n$ rotational joints. Assume, the kinematic chain starts in the point $(0,0)$ and the effector is supposed to be placed in the point $(1,1)$ and oriented orthogonally (under the right angle) to the $O Y$ axis. This problem can be formulated as the following system of equations:

$$
\begin{align*}
& \sum_{i=1}^{n} l_{i} \cdot \cos \left(\sum_{j=1}^{i} x_{j}\right)-1=0, \\
& \sum_{i=1}^{n} l_{i} \cdot \sin \left(\sum_{j=1}^{i} x_{j}\right)-1=0,  \tag{9.1}\\
& \sum_{i=1}^{n} x_{i}-\frac{\pi}{2}=0, \\
& x_{i} \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right], \quad i=1, \ldots, n
\end{align*}
$$

Obviously, $x_{i}$ 's represent angles between subsequent links and $l_{i}$ 's—lengths of these links. We assume $l_{i}=1.0$ for $i=1, \ldots, n$.

For $n=3$ the problem is well determined-there are exactly two manipulator configurations satisfying the constraints (see Fig. 9.1, on the left). But for $n=5$, the set of possible manipulator configurations is a manifold-it is of the measure continuum. A few example configurations are presented on the right part of Fig. 9.1

This problem has been considered, in particular, in the author's papers [58, 60].

Fig. 9.1 Left: both feasible 3R manipulator configurations, right: three examples of uncountably many feasible 5R manipulator configurations


To avoid costly computations of trigonometric functions, angles are often represented by pairs $(s, c)$, consisting of their sines and cosines. Obviously, because of the Pythagorean identity, we have $s^{2}+c^{2}=1$, for each pair.

Problem (9.1), expressed in this manner, takes the following form:

$$
\begin{aligned}
& \sum_{i=1}^{n} l_{i} \cdot c_{i}-1=0 \\
& \sum_{i=1}^{n} l_{i} \cdot s_{i}-1=0 \\
& s_{i}^{2}+c_{i}^{2}-1=0, \quad i=1, \ldots, n \\
& c_{n}=0 \\
& s_{n}=1 \\
& s_{i}, c_{i} \in[-1,1], \quad i=1, \ldots, n
\end{aligned}
$$

Obviously, $s_{i}=\sin \sum_{j=1}^{i} x_{j}, c_{i}=\cos \sum_{j=1}^{i} x_{j}$, where $x_{j}$ 's come from (9.1). As $c_{n}$ and $s_{n}$ are, in fact, precisely known, we can reduce the above system to the following form:

$$
\begin{align*}
& \sum_{i=1}^{n-1} l_{i} \cdot c_{i}-1=0 \\
& \sum_{i=1}^{n-1} l_{i} \cdot s_{i}+l_{n}-1=0  \tag{9.2}\\
& s_{i}^{2}+c_{i}^{2}-1=0, \quad i=1, \ldots, n-1 \\
& s_{i}, c_{i} \in[-1,1], \quad i=1, \ldots, n-1
\end{align*}
$$

Some well-known benchmarks, e.g., "Puma" or "Robot kinematics" [2] have such origin, also.

There are several papers describing other similar problems and their interval-based solutions. In particular, solving the forward kinematics problem for the StewardGough platform has been extensively studied; cf. [80-83] and Chap. 8 of [45].

### 9.2.2 Mobile Robots

### 9.2.2.1 Robot Localization

The problem of mobile robot localization, in its traditional formulation, is founded on the assumption that we know the environment, but do not know the current position of the robot. We need to estimate this position from the measurements
of the robot's sensors: the odometer (which is usually the least accurate), cameras, sonars, radars, etc. This problem is sometimes facetiously called "the kidnapped robot problem" [16].

There can be several formulations of this problem and several assumptions we can make. Initially, let us assume that the robot is immobile and the map is described, e.g., as a set of segments, representing the walls. Measurements, provided by sonars, cameras and other sensors, give the robot the information about its distance from walls and other objects. Now, knowing the map, the robot has to answer the question: in which location is it possible to see, such an environment? This reduces to a CSP of the form: find $x$ such that $f(x) \in[y, \bar{y}]$, where $x$ represents the robot's pose, $f$ represents the distances from the obstacles, seen in a specific pose and $[\underline{y}, \bar{y}]$ is the range of these distances, provided by the sensors.

Obviously, many questions should be answered to even describe the function $f$, not to mention solving the problem. Section 8.4.2 of [45] describes the model of sensors, allowing to bound their error. Other parts of Chap. 8 of the book [45] discusses several other details.

Also, specific tests have been developed for solving the underlying CSP [52]; according to the claims of the authors, they reduce the search region pretty efficiently.

What about the situation, when the robot is not immobile? Then providing the good initial estimate is still quite important. When the initial location is known with enough precision, the robot can be tracked using the Kalman filter or its boundederror versions [45].

Another problem is that the map may be inaccurate or outdated. Then we face the presence of so-called outliers, inevitable in robotics, but present also in other estimation problems. Estimation in the presence of outliers will be described in Sect.9.3.

Finally, the map may be completely unknown. Such a situation is described in the next paragraph.

### 9.2.2.2 SLAM

The problem of SLAM (Simultaneous Localization and Mapping) [24] is of great importance in mobile robotics. In such problems we have no (or very limited) knowledge not only of the initial position of the robot, but also on its surroundings, the landmarks it may observe, etc. So, not only does the robot have to estimate its position, but also to identify and localize the landmarks and describe the map of the surrounding terrain.

Several (often incompatible) approaches have been proposed for solving the SLAM problem; see, e.g., [24]. Interval methods have extensively been applied there, in various manners; in particular, the group of Jaulin has developed various SLAM methods for underwater robots: [5, 43, 44, 106]. It is worth noting that the interval approach succeeded in some cases where other approaches failed [79].

In general, we can distinguish two main approaches to SLAM:

- feature-based SLAM-we treat coordinates of landmarks, obstacles, etc. as variables (together with the robot pose) and solve the resulting CSP problem,
- location-based SLAM-we define on the (2D or 3D) space of possible robot locations a function (called occupancy map), returning zero if the point is free and 1 if the point is occupied by an obstacle; then we perform a SIVIA-like procedure to enclose the "map"-the set of occupied points.

The first approach is usually cheaper for situations, when we are interested only in point landmarks or when obstacles to localize have regular shapes (as on Fig. 9.2).

Hence in a natural environment, with quite irregular obstacles, it would be far less useful (Fig. 9.3).

In general, the occupancy map does not have to be binary; it can return the probability that a point is occupied. Also, we could consider a fuzzy map, where points can be occupied to some degree. Nevertheless, we are interested in points where the robot can or cannot move, so such fuzzy values would need to be defuzzified for path planning (cf. Sect. 9.2.3) or other processing.

Feature-based SLAM is adopted, e.g., in the CuikSLAM method of Porta [89]. In this approach, we use a kinematic solver, analogous as for manipulators, to solve distance constraints between the robot and various landmarks. This approach has

Fig. 9.2 The robot in an environment with regular obstacles

Fig. 9.3 The robot in an environment with irregular obstacles

been generalized by the author to the case when landmarks cannot be distinguished faultlessly [67], but only preliminary experimental results are available, as for now.

And how to identify the landmarks? Image processing and object detection methods have to be used there. Several such methods have been developed; artificial intelligence techniques are a good example. As we discuss in Sect. 9.4, interval methods can find applications at this level, as well.

### 9.2.3 Path Planning

When we have the map and know the approximate robot position, we may want to compute a feasible path to follow-both, for manipulators and mobile robots. The path should be guaranteed not to collide with any obstacles; also, it should probably be verified to intersect with some areas, the robot has to visit.

Interval methods are useful there, also [42].
Assume, there are two robot positions: $a$ and $b$ and we wish to find the path from $a$ to $b$. Obviously, $a$ and $b$ should be feasible. The simplest approach is to enclose the set of all feasible robot positions (using some version of SIVIA algorithm) and then use the Dijkstra's algorithm (or another graph algorithm) to find the path from $a$ to $b$. More sophisticated algorithms make use of the fact that the Dijkstra's algorithm is much quicker than the branch-and-bound type procedure, so we can try to seek the path repeatedly, even before finishing the exhaustive search for feasible positions [45].

### 9.3 Measurements and Estimation

All measurements are inaccurate. The measurement error is usually modeled using probabilistic techniques; often it is assumed to have a normal distribution.

In his book [27] and several papers (i.a., [26, 28-30]) Gutowski thoroughly criticizes traditional statistical techniques. Instead, an approach based on interval analysis is proposed. Similar ideas have been introduced by other authors-in particular, [ 9 , $10,55,101]$ and many others.

### 9.3.1 Parameter Estimation

In the simplest case, basing on the measurements, we intend to determine some parameters that are fixed-they have identical values for all measurements.. Other words, we need to find $p$ such that:

$$
\begin{equation*}
y=f(x, p) . \tag{9.3}
\end{equation*}
$$

Assume we know $n$ pairs ( $\mathbf{x}_{i}, \mathbf{y}_{i}$ ) to satisfy the above relation, but we do not know $p$-at most we have some crude bounds on it. Problem (9.3) can be linear (e.g., [26]) or nonlinear (e.g., [28, 102]).

In both cases, we can formulate the problem in two manners: either as an optimization problem:

$$
\begin{equation*}
\min _{p}\|y-f(x, p)\| \tag{9.3’}
\end{equation*}
$$

or as a CSP:

$$
\begin{equation*}
\text { Find the set }\left\{p \mid \mathrm{f}\left(\mathbf{x}_{i}, p\right) \subseteq \mathbf{y}_{i} i=1, \ldots, n\right\} \tag{9.3"}
\end{equation*}
$$

Both approaches have their advantages and drawbacks. Using (9.3'), we can verify if the model is correct, i.e., if it is consistent with all the measurements. On the other hand, formulation ( 9.3 ") allows us to find a solution, even if the model is not strictly correct-or if there are some outliers (see below, Sect.9.3.3).

Anyway, both problems can be solved using interval algorithms, described in Chaps. 5 and 6.

### 9.3.2 State Estimation

State estimation is a specific kind of parameter estimation. If one of the parameters is not constant, we treat its values in different time moments as different parameters: $p(0), p(1), p(2)$, etc.

We shall meet this kind of estimation problems, in particular, in Model-PredictiveControl, that is described in Sect.9.5.

### 9.3.3 Outliers

The outliers are measurements for which our model does not hold: usually, the error is out of range that we assumed. There are several reasons for outliers' occurrences: malfunctioning of the hardware, unexpected events, etc.

As an example, we can assume the mobile robot, estimating its position, using sensors' data (cf. Sect.9.2.2). The sensors provide us the information about distances from the obstacles. But in many situations, another, unknown obstacle may occur: a person enters the room, a column in a drowned city gets moved by the water, etc.

In such situations, an object that is not present on the map (or lack of an object present on the map) influences the measurements, resulting in outliers. There can be two results of such a situation:


Fig. 9.4 Left: the original map-the robot can determine, in which room it is, thanks to the presence of a pillar, center: an additional object may confuse the robot and make it think, it is in the other room, right: now, as the additional object has different shape than the pillar, the robot will hopefully realize that something is wrong-it should nowhere see what it does

- the set of values of the estimated quantity (e.g., the robot's position) is empty,
- the set of values is nonempty, but erroneous.

The first situation is actually less dangerous, as the error gets detected, while in the second case it escapes detection. Such situations are illustrated by Fig. 9.4.

How to solve problems of type Eq. (9.3")? There are two basic approaches:

- seek solutions that satisfy at least $k$ out of $n$ inequalities,
- seek solutions that approximately satisfy all solutions, i.e., they satisfy $\mathrm{f}\left(\mathbf{x}_{i}, p\right) \subseteq$ $\left[\underline{y}_{i}-\varepsilon, \bar{y}_{i}+\varepsilon\right]$ for some $\varepsilon>0$.


### 9.3.4 Processing Statistical Samples Under Interval Uncertainty

Finally, a few words have to be devoted to processing statistical data under interval and/or fuzzy uncertainty. Computing the expected value of an interval-valued sample is straightforward:

$$
\begin{equation*}
\mathbb{E} \mathbf{x}=\frac{1}{N} \cdot \sum_{i=1}^{N} \mathbf{x}_{i} \tag{9.4}
\end{equation*}
$$

but computing the sample's variance or covariance is much more complicated. Actually, it has turned out [22] that while computing the lower bound of the variance is tractable, computing (with a prescribed accuracy) the upper bound is NP-hard (it is a bound of a general quadratic function).

Hence, computing the median or other quantiles is, again, simple. The domain is interesting and worth further studies; developing interval-based tests for various statistical hypotheses is going to be very useful, while far from simple.

### 9.4 Artificial Intelligence Systems

The topic of AI tools is extremely broad (and pretty hot these days). Even a brief survey is completely beyond the scope of this monograph. Let us just mention two of the AI techniques, where interval methods have found some applications: artificial neural networks and so-called support vector machines.

### 9.4.1 Neural Networks

Artificial neural networks (ANN) are commonly used for classification and for many other tasks. The idea is to create a structure that works in a manner that mimics the way human (or animal) brain works-obviously, in a severe simplification.

A single neuron is represented by the structure visible on Fig.9.5. Values $x_{i}$ for $i=1, \ldots, n$ are its inputs, $w_{i}$ 's are their weights and $\sigma(\cdot)$ is the so-called sigmoid function, that returns values close to zero when the neuron is "not triggered" and close to one if it is "triggered". As the sigmoid function, we can use, in particular:

$$
\begin{equation*}
\sigma(z)=\frac{1}{1+\exp (-z)}, \tag{9.5}
\end{equation*}
$$

hyperbolic tangent or arctan can also be used. It is worth noting that in the original works of McCulloch and Pitts [78], the Heaviside step has been used, instead of the sigmoid function:

$$
\mathscr{H}(z)=\left\{\begin{array}{l}
1 \text { for } z \geq 0  \tag{9.6}\\
0 \text { for } z<0
\end{array}\right.
$$

Fig. 9.5 A single neuron model


Fig. 9.6 An artificial neural network


Yet, as the Heaviside step is non-differentiable (at least in the space of "proper" functions), the smooth alternatives described above are more commonly used, today.

So, the artificial neuron works as the function, transferring its inputs as follows:

$$
\begin{equation*}
y=\sigma\left(\sum_{i=1}^{n} w_{i} x_{i}\right) . \tag{9.7}
\end{equation*}
$$

Such neurons are grouped in a few layers; each of them processes the data generated by earlier layers (see Fig. 9.6). Traditionally, just two layers have been used: the input layer and the output layer; recently deep believe networks, with several hidden layers, become more and more popular. The idea of DBN is that the network creates some auxiliary "notions" to produce the final decision; a good overview of deep learning techniques (not restricted to ANNs) can be found in [96].

Training a neural network (teaching it to respond with desired outputs to proper inputs) is, in its essence, a specific kind of parameter estimation: we have a set of input-output pairs-precise $\left(x_{i}, y_{i}\right)$ or interval-valued ones ( $\mathbf{x}_{i}, \mathbf{y}_{i}$ ) —and we want to determine the weights. It can be done, as in Sect.9.3.1, either by solving a CSP or an optimization problem. The former approach can be found, e.g., in [3], while [95] focuses on the latter one. Actually, using global optimization to train a neural network seems more popular, as non-interval researchers also tend to use optimization for parameter estimation. Some use other global optimization techniques, as simulated annealing or genetic algorithms. Non-global techniques, like the steepest descent iteration or quasi-Newton methods have also been applied in ANNs training.

The interval approach seems a promising alternative and their acceptance increases. Both interval approaches-CSP and global optimization-are considered in [7], for a three-layer network.

The network presented on Fig. 9.6 does not contain feedback connections: all information is transmitted "in one way": from the input layer, through the hidden one(s) to the output; there are no "backward" connections to earlier layers. Such non-recurrent ANNs are commonly (and successfully) used in practice, e.g., in clas-

Fig. 9.7 The "margin" between linearly separate sets-maximized by SVMs

sification [73, 108], image recognition [109] or simply approximating multivariate nonlinear functions.

Nevertheless, in some applications (like prediction of a time series or other issues related to dynamical systems), we need the neural network to remember its previous states-and this can be achieved by using the feedback connections. It seems reasonable to assume, interval algorithms can be used for training ANNs with feedback as well, as for these without it. Nevertheless, the author is not aware of any actual research performed in this area.

### 9.4.2 Support Vector Machines

Neural networks are a powerful, but complicated AI tool. For simple classification problems, they are often replaced by tools less sophisticated, but simpler and-which is the most important-easier to train. Support Vector Machines (SVM) an example of such tools. As example applications, let us present [11, 70-72, 116].

In its principle, an SVM is roughly equivalent to a single neuron of an ANN. We have two sets of points: belonging and non-belonging to the approximated set, and we seek the hyperplane separating these sets of points. The "margin" (Fig. 9.7) between the sets should be maximized.

This decision problem can be formulated in terms of optimization:

$$
\begin{align*}
& \min _{w, b}\|w\|  \tag{9.8}\\
& \text { s.t. } \\
& y_{k} \cdot\left(w^{T} x_{k}-b\right) \geq 1 \quad \forall k=1, \ldots, n .
\end{align*}
$$

Does (9.8) always have a solution? Not necessarily, of course. The feasible set may be empty-this is when the sets of elements belonging and non-belonging to a notion, are not linearly separable.

In such cases, the so-called kernel trick can be applied: we project the points $\left(x_{k}, y_{k}\right)$ to another, higher-dimensional, space, to make them more likely to be linearly separable.

This results in the following optimization problem:

$$
\begin{align*}
& \min _{w, b}\|w\|  \tag{9.9}\\
& \text { s.t. } \\
& y_{k} \cdot\left(w^{T} \phi\left(x_{k}\right)-b\right) \geq 1 \quad \forall k=1, \ldots, n
\end{align*}
$$

Most common kernel functions can be found, i.a., in the "Practical guide to SVM classification" ${ }^{[12] .}$

In some situations, we are aware that our data contain outliers (cf. Sect.9.3.3) and the separating hyperplane does not have to precisely separate all of the points. In such cases, some of the constraints may not be satisfied at the solution point. To obtain such a solution, we introduce additional slack variables $\zeta_{k}$ for each constraint $k=1, \ldots, n$. The importance of minimizing the slack variables will be described by an additional parameter $C$.

Thus, we obtain a modified optimization problem for training the SVM:

$$
\begin{align*}
& \min _{w, b}\left(w^{T} w+C \cdot \sum_{k=1}^{n} \zeta_{k}\right)  \tag{9.10}\\
& \text { s.t. } \\
& y_{k} \cdot\left(w^{T} \phi\left(x_{k}\right)-b\right) \geq 1-\zeta_{k}, \quad \text { for } k=1, \ldots, n .
\end{align*}
$$

The optimization problems we need to solve for training an SVM, specifically problems (9.8)-(9.10), presented above, are usually convex (but not for all kernels!). This is actually the greatest advantage of SVMs with respect to ANNs (where the optimization problem is certainly nonconvex) and also the reason why interval methods are relatively rarely used to parameterize this tool.

However, they become virtually irreplaceable in the case training pairs are intervalvalued: $\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)$, instead of precise ones: $\left(x_{i}, y_{i}\right)$. Such a situation has been considered, i.a., in [93] or [111].

### 9.5 Control Theory

Robust control is another field where interval methods find a natural application. Control systems should be designed so that some properties (which usually means stability, but also observability, etc.) of the closed-loop system are fulfilled, even if the parameters deviate from their nominal values. Checking many of these conditions reduces to solving a CSP or an equations system that either has to be fulfilled or cannot be fulfilled.

### 9.5.1 Stability Checking

For instance, let us consider a continuous-time linear system:

$$
\begin{aligned}
& \dot{x}(t)=A \cdot x(t)+B \cdot u(t) \\
& y(t)=C \cdot x(t)
\end{aligned}
$$

Assume we do not know exact values of the matrix parameters $A, B, C$, but only their bounds: $A \in \mathbf{A}, B \in \mathbf{B}, C \in \mathbf{C}$.

Such a system has the property of asymptotic stability when all eigenvalues of $A$ have negative real parts (see, e.g., Chap. 7 of [45]). Such a condition would be relatively easy to verify using interval methods, if we had a good algorithm to bound the eigenvalues of an interval matrix A. Unfortunately, the solution of such problem is not straightforward; see the discussion in Sect. 3.1 of [61].

A better approach is to use the characteristic polynomial of the matrix $A \in \mathbf{A}$. The Routh-Hurwitz criterion allows us to check the stability of this polynomial, by solving a system of inequalities, hence a CSP. Details can be found, in particular, in [85] or in Sect. 7.2 of [45].

An analog for a discrete-time system:

$$
\begin{aligned}
x(k+1) & =A \cdot x(k)+B \cdot u(k), \\
y(k) & =C \cdot x(k)
\end{aligned}
$$

is the Schur criterion, verifying that all roots of the characteristic polynomial of $A \in \mathbf{A}$ (and hence all eigenvalues of the matrix) lie in the unit circle. As in the continuous case, interval methods can be applied for verification of this condition [112].

### 9.5.1.1 Robust Control

Robust control problems are often formulated not in terms of uncertain matrices, as in the previous subsection, but in terms of other uncertain parameters:

$$
\begin{aligned}
& \dot{x}(t)=A(p) \cdot x(t)+B(p) \cdot u(t) \\
& y(t)=C(p) \cdot x(t)
\end{aligned}
$$

where $p \in[\underline{p}, \bar{p}]$.
In this case, the characteristic polynomial might have a more complicated structure (its coefficients will not be independent). Section 7.3 of [45] considers several techniques and theorems to deal with such problems; a good survey can also be found in [112].

Fig. 9.8 A system with negative feedback-closed loop control


In general, affine arithmetic and other techniques for parametric linear systems can be applied there: [34, 103, 104]. Modal interval arithmetic methods are also very useful for robust control problems [113]; yet, the use of these kind of methods is beyond the scope of this monograph.

### 9.5.1.2 Frequency Methods

Analyzing dynamical systems in the time domain can be cumbersome, especially when the responses are slowly decaying. In such cases, it is better to analyze the system in its frequency domain. There are several such methods, typically applying the Fourier transform. These methods include spectral analysis, Bode plots and Nyquist plots.

This last technique is devoted to analyzing stability of systems with the negative feedback, presented on Fig. 9.8.

Such systems tend to have better characteristics than open-loop ones; in particular, they are less sensitive to parameter variations.

How to analyze the stability of closed-loop systems? Thanks to the Nyquist criterion, the problem reduces to analyzing the open-loop system. If the open-loop system has the transfer function $G(s)$, then this function for the closed-loop system would be as follows:

$$
\begin{equation*}
G_{c}(s)=\frac{G(s)}{1+G(s)} . \tag{9.11}
\end{equation*}
$$

Assume, the open-loop system is stable, i.e., $G(s)$ does not have poles in the real halfplane. Then it suffices to check, if $(1+G(s))$ does not have zeros, i.e., $G(j \omega \neq-1$ for $\omega \in[0,+\infty]$. This boils down, again, to solving a system of equations; precisely: verify that such system does not have solutions.

### 9.5.2 Designing a Controller

When designing a controller (Fig.9.9) -either of type PID, or another one ( $H_{\infty}$, fuzzy, MPC, neural...)-we need to choose its parameters, so that given requirements are met. Such design problems are often formulated as optimization problems: we tend to maximize the stability degree or other performance measure; see, e.g., Section 7.5 of [45].

Fig. 9.9 Control system


Global optimization (cf. Sect. 6.1) can be applied here or linear programming with interval coefficients, as in [84].

Hence in [69], we consider bicriteria design of a PI controller, with the transfer function:

$$
\begin{equation*}
R(s)=k \cdot\left(1+\frac{1}{T s}\right) \tag{9.12}
\end{equation*}
$$

The criteria are: the integral square error and the total change of the unit response.
Multicriteria analysis methods can be applied to choose the best parameters of the controller. In [69], the whole Pareto frontier (and Pareto set) has been computed. Other approaches, like goal programming or TOPSIS [98] are applicable, as well.

### 9.5.3 $\quad \mathrm{H}_{\infty}$-Control

The $H_{\infty}$-control is one of modern approaches to designing controllers. The idea is to choose such a controller that minimizes some quality measure, specifically the $H_{\infty}$ norm of some matrix.

Thus, the synthesis problem reduces to seeking the global optimum of a function over the feasible set. Such an optimization problem can, obviously, be solved using interval methods (cf. Sect. 6.1). A specialized algorithm has been proposed in [85]. In [115] it is noted that such algorithm is more stable and less sensitive to numerical errors than its alternatives.

A similar optimization can be performed over Hardy spaces other than $H_{\infty}$, e.g., over $H_{2}$. There are also mixed $H_{2} / H_{\infty}$ approaches [112].

### 9.5.4 Model-Predictive-Control

Model-Predictive Control (MPC) is another popular advanced control technique, often preferred to PID, because of its robustness and simplicity in taking control constraints into account. In recent years, the interest grows in applying interval methods to compute MPC.

There are several variants of this approach. We can use it in continuous or discretetime systems, we can use a single prediction or a bunch of predictions, we can associate probabilities with various predictions or use the minimax approach. In any case, we tend to optimize the predicted behavior of the controlled system, in a given time interval. Hence, finding the control for the MPC problem boils down to solving a nonlinear optimization problem.

Because of that, interval methods are a natural tool to be used. Indeed, several researchers have contributed to develop proper algorithms. In particular, papers of Rauh and his collaborators are remarkable in this area; see, e.g., [91, 92] and the references therein.

Also the author contributed to the field, proposing to use total derivatives [59] in MPC problem description.

As for nearly-linear systems, simpler control methods (like PID) suffice, the most important purpose of MPC is often to drive the system to the vicinity of some stable region. In this region, we can linearize the system and apply some simple control method. Such use of MPC is called the dual-mode MPC and interval methods are useful there, as well-see [17].

### 9.6 Nonlinear Dynamics, Chaos and Differential Equations

Also in other problems related to dynamical systems, interval analysis can become handy. Solving ordinary and partial differential equations, integral equations and other variations have been extensively studied by several authors. Particularly, let us note several contributions of Berz and Makino, e.g., [35, 77].

Proving the chaotic behavior of some dynamical systems is worth noting as one of the significant achievements of the interval community. Several papers can be quoted here, in particular many papers of Tibor Csendes and his collaborators: [14, 15]. In 2014 a Moore's prize has been given to Balázs Bánhelyi, Tibor Csendes, Tibor Krisztin and Arnold Neumaier, for verifying the Wright's conjecture on a delay differential equation [4].

Among other notable papers, let us list, i.a., the following ones: [25, 39-41, 86, 114].

The above list of papers on using interval methods for differential equations is far from being complete (or even fair), but a more complete description of contributions to ODE and PDE is absolutely beyond the scope of this Chapter; an interested reader can easily find several other papers and books on these topics.

### 9.7 Economical Modeling and Multiagent Systems

Economical modeling differs to the high extent from robot modeling, described in Sect.9.2. Although, the models are nonlinear, also, they are far less precise than for distance constraints in kinematic problems. Various models of price sensitivity [65] are a good example.

Consequently, in solving economical problems, we are often not interested in precise localization, e.g., of the global optimum (or another precisely-defined solution), but in finding an acceptable solution, which can be obtained by less computationallydemanding techniques. On the other hand, problems under solutions are often of very high dimensionalities (thousands and more of variables), which is far beyond the possibilities of today interval B\&BT algorithms (cf., e.g., [65]).

Does it mean interval algorithms will not be useful for economical applications? No, because of the following reasons:

- Although often we can settle with crude approximations of the solution (obtained, basing on a very crude and inaccurate model), there are some applications, where finding, e.g., the global maximum (or minimum) is crucial; such an application is described in Sect. 2 of [13]: risk management requires robust approximation of VaR (Value-at-Risk) or another risk measure.
- Imprecision of economical models can often be described as interval uncertainty. This approach is applied, e.g., in [19].


### 9.7.1 Economy Modeling

In this subsection, let us consider three economical modeling issues, where interval methods have found useful applications.

### 9.7.1.1 Game-Theoretic Models

In [68], the author has described a game-theoretical model of the economy, basing on a simple Keynesian theory. Using the algorithms described in Sect. 6.3, we localize the Nash equilibrium of the game between the following players: the monopolistic trade union, the government and the central bank. Their decision variables are: the nominal wage $W$, budget deficit $B$ and the supply of money $M$, respectively. Companies are not considered as a player in this model, as they are assumed to be perfectly rational and choose decisions that maximize their profits; hence they can be eliminated from the model (cf. [68] and the references therein).

Decision problems for all three players can be formulated as follows.
For the trade union:

$$
\text { find } \begin{align*}
w^{o}= & \arg \max _{0 \leq w \leq e} T U=(1-\gamma) \cdot\left(w-m-\frac{B}{\exp (m)}+y_{c}\right)+  \tag{9.13}\\
& +\alpha_{1} \cdot \min \left(\gamma \cdot\left(m+\frac{B}{\exp (m)}-w\right)+(1-\gamma) \cdot y_{c}-y_{T U}, 0\right)+ \\
& -\alpha_{2} \cdot \max \left(\exp \left((1-\gamma) \cdot\left(m+\frac{B}{\exp (m)}\right)+\gamma w-(1-\gamma) \cdot y_{c}\right)+\right. \\
& \left.-1-\Pi_{T U}, 0\right)
\end{align*}
$$

For the government:

$$
\text { find } \begin{align*}
B^{o}= & \arg \max _{0 \leq B \leq B_{m}} G=\beta_{1} \cdot \min \left(B-B_{G}, 0\right)+  \tag{9.14}\\
& +\beta_{2} \cdot \min \left(\gamma \cdot\left(m+\frac{B}{\exp (m)}-w\right)+(1-\gamma) \cdot y_{c}-y_{G}, 0\right)+ \\
& -\beta_{3} \cdot \max \left(\exp \left((1-\gamma) \cdot\left(m+\frac{B}{\exp (m)}\right)+\gamma w-(1-\gamma) \cdot y_{c}\right)+\right. \\
& \left.-1-\Pi_{G}, 0\right)
\end{align*}
$$

And for the central bank:

$$
\text { find } \begin{align*}
m= & \arg \max _{m^{-} \leq m \leq m^{+}} C B S(m)=  \tag{9.15}\\
& -\max \left(\operatorname { e x p } \left((1-\gamma) \cdot\left(m+\frac{B^{N}(m)}{\exp (m)}\right)+\right.\right. \\
& \left.\left.+\gamma w^{N}(m)-(1-\gamma) \cdot y_{c}\right)-1-\Pi_{C B}, 0\right)+ \\
& +\delta \cdot \min \left(\gamma \cdot\left(m+\frac{B^{N}(m)}{\exp (m)}-w^{N}(m)\right)+(1-\gamma) \cdot y_{c}-y_{C B}, 0\right) .
\end{align*}
$$

Values $w, b$ and $m$ are logarithms of $W, B$ and $M$. Again, details have been explained in [68].

Interval B\&BT methods allowed to enclose the solution of this game-at least for this simple model.

### 9.7.1.2 Input-Output Models

Another important economical model is the Leontief input-output model, representing interdependencies between various branches of an economy. The model of Wassily Leontief has earned a Nobel prize (in 1973) and is currently used by several countries for planning.

Assume we have $N$ goods and the demand for each of them by the end consumers (households) is $d_{i}$ for $i=1, \ldots, N$. But to produce a unit of the $j$-th good, we need $a_{i j}$ amounts of $i$-ths goods for $i=1, \ldots, N$ and $j \neq i$.

This means, we need to produce the following amount of the $i$-ths good in our economy:

$$
\begin{equation*}
x_{i}=\sum_{j=1}^{N} a_{i j} x_{j}+d_{i} \tag{9.16}
\end{equation*}
$$

This results in a system of equations, that can be presented in the matrix form:

$$
\begin{equation*}
x=A \cdot x+d \tag{9.17}
\end{equation*}
$$

The obvious problem is that the parameters $a_{i j}$ and $d_{i}$ are hard to determine and prone to various kinds of uncertainty. Hence, it is useful to represent them not as precise numbers, but either intervals (see, e.g., [94], Chap. 6 of [51]) or fuzzy numbers (Sect. 7.2 of [20]).

For interval linear systems, various methods (and various solution concepts!) have been proposed; we have already discussed some of them-cf., e.g., [36, 87, 97, 99, $100,104]$ and many others.

What about fuzzy linear systems? Actually, a fuzzy number can be represented as a collection of nested intervals; see Fig. 9.10 and Chap. 11 of [51].

So, the interval calculus can be applied to fuzzy numbers, as well.


Fig. 9.10 Fuzzy set as a collection of nested intervals

### 9.7.1.3 Net Present Value and Internal Rate of Return

The Net Present Value (NPV) is a common quality measure of financial projects [20]. It is usually computed as:

$$
\begin{equation*}
N P V=\sum_{t=1}^{T} \frac{P_{t}}{(1+d)^{t}}-K V, \tag{9.18}
\end{equation*}
$$

where $K V$ is the initial capital to be invested and $P_{t}$ is the total income in year $t=1, \ldots, T$. Obviously, $d$ is the discount rate.

The value of $d$ for which $K V$ is at least returned by the income is called the Internal Rate of Return (IRR); so, it is the solution of the following nonlinear equation:

$$
\sum_{t=1}^{T} \frac{P_{t}}{(1+d)^{t}}=K V
$$

As for the Leontief equations system, the parameters are severely uncertain in all real-life situations. While $K V$ may be considered known (although, in [20] it is considered fuzzy, also), $P_{t}$ 's are definitely vague.

All representations of uncertainty can be applied to capture this imprecision: probabilistic, set-theoretic and fuzzy models. As in previous paragraphs, the interval calculus is useful to perform the computations. The concept of interval extended zero (cf. [18, 19, 97]) seems particularly useful, in such applications.

However, it is worth noting that only relatively simple cases can be solved in practice. Providing useful estimates for real-world data still remains an open problem [20].

### 9.7.1.4 Value at Risk

The Value at Risk (VaR) is another widely accepted tool in financial decision making. It is a measure of the risk of a project, defined as the possible loss of the project (under certain assumptions).

Computing this value, even provided all the assumptions are proper, may be a hard task. In [13], Kearfott describes this issue for the currency trading problem by a bank. It turns out, an optimum of a nonconvex function has to be localized to properly estimate the VaR. This has been one of the applications of the GlobSol solver [1].

### 9.7.2 Queueing Systems

This is another natural source of nonlinear problems. Various queueing systems and networks have features (mean sojourn time, mean busy period length, etc.) that are nonlinear functions of some parameters.

For instance, in the case of an $M / M / 1$ queueing system, i.e., a system with exponential ( $\mathrm{M}=$ "memoryless") interarrival and service time and a single service channel, we have the following formulae for the average sojourn time (by which we understand the time the task spends in the system: waiting in the queue and then being serviced).

In the case of an infinite buffer for the queue, we have:

$$
\begin{equation*}
\mathbb{E} S=\frac{1}{\mu-\lambda} \tag{9.19}
\end{equation*}
$$

while for a limited buffer of size $n-1$ :

$$
\begin{equation*}
\mathbb{E} S=\frac{1}{\mu-\lambda}-\frac{(n+1) \cdot\left(\frac{\lambda}{\mu}\right)^{n+1}}{\mu \cdot\left(1-\left(\frac{\lambda}{\mu}\right)^{n+1}\right)} \tag{9.20}
\end{equation*}
$$

In both cases, $\lambda$ is the arrival rate (parameter of the exponential distribution of the interarrival time; $\frac{1}{\lambda}$ is the mean of this time) and $\mu$-the service rate.

In the case of an $M / G / 1$ queue, i.e., the one with non-exponential service time, the formula is more sophisticated:

$$
\begin{equation*}
\mathbb{E} S=\mathbb{E} B+\frac{\lambda \cdot \mathbb{E}\left(B^{2}\right)}{2 \cdot(1-\lambda \cdot \mathbb{E} B)} \tag{9.21}
\end{equation*}
$$

where $B$ is the service time. As we can see from Formula (9.21), the mean value of the sojourn time depends not only on the mean value of the service time, but also on its variance (the second moment). For details and explanation of these interesting phenomena of probability theory, the reader can consult several textbooks, e.g., [32, 107].

Attempting to optimize such measures results in global optimization problems [62-64]. It is worth noting that, for some service time distributions, particularly longtailed ones (like the Pareto distribution), the expected value (9.21) may be infinite. In such cases, another performance measure is necessary. It can, in particular, be based on the Laplace transform of the PDF of the service time [63].

Interval methods are well suited to bound the values of performance measurespresented by above formulae as well, as other ones. They get even more useful, if some parameters of these distributions are not precisely known, which is a common situation. Paper [76] surveys several such situations. In [117], an application to modeling the performance of SunRPC systems is discussed.

Fig. 9.11 Open queueing network example


Fig. 9.12 Closed queueing network example


In the latter paper (and many other ones), a computer system is modeled as a queueing network: open or closed one. In the first case, there is an external source of tasks entering the system (customers, packets, programs or whatever the system is modeling).

Closed queueing networks are harder to analyze as the arrival rate to the system is not a parameter, but has to be deduced from the structure of the system. In closed networks, the number of tasks that circulate in the system is fixed. Clients requesting some services can be represented by additional queueing systems with a single task that is send to the server with some probability distribution, representing the likelihood of the service being requested by this client (Figs. 9.11 and 9.12).

An approach to analyze closed queueing network is the meanvalue analysis (MVA; see, e.g., [32]).

In [74], MVA is performed for a closed queueing network with uncertain parameters. The interval algorithm described there is well-tuned, making use of monotonicity of some functions and other specific features. Another approach is described in [75].

In a more general setting, the parameters may not be interval-valued, but fuzzy or described by yet another uncertainty representation (cf. Sect.9.7.3.1). In [90], it is claimed that while the uncertainty related to arrival times is usually of probabilistic nature, vagueness of service times is better described by fuzzy or possibilistic quantities. This is the case when we have only superficial knowledge about scheduling policies and the servicing process on the server machine. In the author's opinion, the interarrival time's uncertainty may also be of non-probabilistic nature. This would
be the case when the users choose the server they want to use basing on some criteria that are only broadly known to us. Such a model would be an obvious extension of the one described in [57].

Queueing systems are usually modeled via Markov chains [107]. Other model is diffusive approximation, used in the case of so-called heavy-traffic: we assume there a continuum of tasks processed at service stations, instead of a discrete set of tasks. Such a model is considered, i.a., in [53]. There are also other approaches to solve queueing systems. Using interval methods, we can attempt to directly solve the Lindley's equation, using the Wiener-Hopf factorization [33]; details are beyond the scope of this survey.

Markov chains are typically considered to have a precisely-known transition matrix; yet, in real-life situations this assumption should often be relaxed. In particular, several authors have considered Markov chains with interval-valued transition probabilities. Two versions of this problem should be distinguished:

- the Markov process is stationary: its transition matrix is invariant, just not precisely known; such a situation is considered, i.a., in [54];
- the Markov process may be non-stationary and its transition matrix may vary; yet, we know bounds on its changes [105].

Up to now, relatively few studies on these topics have been published. A possible reason is that few researchers are skilled in both areas: queueing theory and interval methods. Hopefully, the situation will change in the future, as modeling computer systems (and many other systems well-described by queueing models) has several important applications, and interval methods are being used more and more frequently.

### 9.7.3 Decision Making

Most problems considered in this monograph can be classified as "decision-making problems", namely almost all problems of type (1.1). Yet, in this subsection, we shall consider more practical applications.

When facing the need of choosing an option out of a few alternatives or from a continuum of possible values, we need to deal with two problems: uncertainty and multicriteriality.

### 9.7.3.1 Uncertainty Representation

The uncertainty we face for most real-world problems, has several sources. Numerical computations are inaccurate, our measurements are imprecise, our models are only some approximations of actual phenomenons, we lack the knowledge of several things (and of decisions of other decision-makers); even our own goals (and sometimes also our limitations) are not quite strict.

Uncertainty modeling is a broad research field. Traditional tools and theories used to describe uncertainty are:

- probability theory,
- set theory,
- fuzzy set theory and fuzzy logic.

Some more modern theories, include:

- various kinds of imprecise probability theory (see, e.g., [6, 23, 57, 63], Chap. 10 of [51]),
- intuitionistic fuzzy sets-these of Atanassov and other versions (cf. Sect.3.1 of [20]),
- so-called type-2 and type-n fuzzy sets (cf. Chap. 3 of [20]),
- possibility theory of Dubois and Prade,
- Dempster-Shafer theory (cf. [21], Sect. 3.3 of [20]),
- info-gap theory of Ben-Haim [8]; see also [88, 110].
and many other approaches. In an interesting paper [56], a few of the above uncertainty models are applied to decide whether to use cloud storage or not.

The rationale behind all these models is far beyond the scope of this monograph. What is important is that interval methods are pretty useful in processing several of them.

It is important not to identify the interval calculus with any of the uncertainty representations. Even for the set-theoretic uncertainty, it might not be necessary to apply the interval analysis; the Hurwicz approach, combining the best and worst case with some coefficients [37, 66] or other approaches (like in [118] or [38]) can be sufficient.

Nevertheless, in many situations, intervals may become very handy:

- set-theoretic uncertainty can be bound using (a collection of) intervals to investigate the worst-case scenario, using optimization methods (possibly of Sect. 6.1),
- also for the info-gap theory, the interval calculus can be applied to analyze the possible values of the unknown parameters and find the robustness and oportunness of the uncertainty model, in the range of the horizon of uncertainty,
- fuzzy sets (and their various extensions) can be represented as a collection of $\alpha$-cuts, which again may be bound using intervals (cf. Chaps. 11-13 of [51],
- also for the Dempster-Shafer theory and various imprecise probability theories, the application of interval methods is straightforward.

Particular interest should be devoted solving multistage decision problems in presence of various kinds of uncertainty. A well-established approach (or, more precisely: class of approaches) to solve such problems is dynamic programming (DP; see, e.g., [49] and the references therein), efficient for some, but definitely not all cases [48]. Alternatives to DP are some randomized algorithms [48] or methods similar to B\&BT [46, 47].

In [50] an application to controlling regional development is described. Both objective and subjective goals and constraints are considered in this paper and they are modeled using fuzzy quantities.

As it has already been stated, interval methods can help in solving such problems on various levels: at least, in the branch-and-bound process, in the implementation of fuzzy arithmetic itself, and, finally, in aggregating various criteria. This last topic is going to be described in the next paragraph.

### 9.7.3.2 Multicriteria Decision Making (MCDM)

In Sect. 6.2, we considered the problem of approximating the Pareto frontier (and Pareto set) of a multicriteria decision problem. But even enclosing the whole efficient set does not solve the issue of choosing a single decision, that is going to get selected-the one "subjectively" optimal for the decision-maker. To obtain this goal, we need to "aggregate" the criteria somehow; we may or may not approximate the whole frontier for that.

A few approaches have been proposed for MCDM: utility functions-linear or nonlinear ones (aggregating all criteria with some weights), goal programming, TOPSIS, AHP...

For several of these approaches, the preferences of the decision-maker are not completely precise. Fuzzy (and intuitionistic fuzzy) representation of goals or reference points seems quite natural. Interval methods can be applied in such situations, in a manner analogous to the ones described previous paragraphs.

For details, the interested reader should consult [20] and the references therein. Heuristics for comparison of intervals, fuzzy intervals, etc. (cf. Sect. 2.6) are particularly useful, in this application.

Interval-valued reference points have also been considered (cf., e.g., [98] and the references therein).

### 9.8 Summary

As we have seen, while the interval approach is still underused, the area of its applications continuously increases. Potential usage in various branches of science and engineering are, as it has been shown, very broad. We hope for increasing adoption of the interval calculus in these areas-and we look forward to it. The advent of multicore and manycore architectures, as well as other massively parallel ones, should promote this approach, as the interval B\&BT algorithms are well suited for parallel implementations (cf. Chap. 7).
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## Appendix A Notation

In general, the notation follows conventions from [1].

## A. 1 General Notions

Sets are (as usually) denoted by capital letters. The difference from other notions denoted by capital letters (like matrices) should be clear from the context.
\#A—number of elements of the (finite) set $A$;
$\frac{\partial f\left(x_{0}, y\right)}{\partial x}$-a short notation for $\left.\frac{\partial f(x, y)}{\partial x}\right|_{x=x_{0}}$;
$\mathbb{R}$-the set of real numbers.

The interval notation from [1] discourages using the " $\subset$ " sign for " $\subseteq$ ". The author follows it, but making some exceptions: when it is absolutely impossible that $A=B$, using $A \subseteq B$, instead of $A \subset B$ would be misleading. A good example is Proposition 5.3. In such cases, the author uses the " $\subset$ " sign, not following [1].

The Imaginary Unit
Following the engineering tradition, the imaginary unit is denoted as $j$ and not $i$. Obviously, this is such a number that $j^{2}=-1$.

## A. 2 Interval Analysis Notions

A closed interval is denoted using brackets: $[\underline{x}, \bar{x}]=\{x \in \mathbb{R} \mid \underline{x} \leq x \leq \bar{x}\}$. Open or half-open intervals are denoted using obverse brackets: $] \underline{x}, \bar{x}[,[\underline{x}, \bar{x}[,] \underline{x}, \bar{x}]$. Parenteses are popular to denote such intervals, but they can also have several other meanings (pairs, vectors, etc.), so we avoid using them for intervals.

The following notation is used for interval-related quantities:
$x, y, z, \ldots$ (italic small letters)-real-valued variables and real-valued vector variables;
$\mathbf{x}, \mathbf{y}, \mathbf{z}, \ldots$ (boldface small letters)—interval variables and interval vector variables (boxes);
$\underline{x}$-the lower bound of the interval $\mathbf{x}=[\underline{x}, \bar{x}]$;
$\bar{x}$-the upper bound of the interval $\mathbf{x}=[\underline{x}, \bar{x}]$;
wid $\mathbf{x}$ —width (diameter) of the interval $\mathbf{x}$;
$\operatorname{mid} \mathbf{x}$-midpoint of the interval $\mathbf{x}$;
$A, B, C, \ldots$ (italic capital letters)-real-valued matrices;
$\mathbf{A}, \mathbf{B}, \mathbf{C}, \ldots$ (boldface capital letters)—interval-valued matrices;
$A_{i}$ : $-i$-th row of a matrix;
$A_{: j}-j$-th column of a matrix;
$f(x), g(x)$-real-valued functions;
$\mathrm{f}(\mathbf{x}), \mathrm{g}(\mathbf{x})$-(interval) inclusion functions;
$f^{\prime}(x)$-the derivative of a function $f: \mathbb{R} \rightarrow \mathbb{R}$;
$\nabla f(x)$-the gradient of a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$;
$\nabla \mathrm{f}(\mathbf{x})$-inclusion function of the gradient;
$\square S$-interval hull of the set $S \subseteq \mathbb{R}^{n}$; smallest box $\mathbf{x} \in \mathbb{R}^{n}$ such that $\mathbf{x} \supseteq S$;
$\mathbb{I}$-the set of intervals of real numbers;
$\mathbb{K} \mathbb{R}$-the set of extended (Kaucher) intervals.
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## Appendix B

## Standards for Numerical Computation

To perform computations on intervals, we need some representation of real numbers. Currently, the most commonly used representation of real numbers are floating-point numbers. They have a commonly accepted standard: IEEE 754 [7]; also the interval standard IEEE 1788-2015 assumes its use.

However, this is not the only possibility of real numbers representation. As we can possibly neglect other standards for floating-point computations (although there are certainly devices-for instance older GPUs-that are not compatible with the IEEE 754 guideline), there are at least two other important approximations of real numbers: fixed-point numbers and a new format of so-called unums.

In this appendix, all three formats are going to be briefly reviewed.

## B. 1 IEEE 754 Standard for Floating-Point Arithmetic

As it has already been stated elsewhere, this standard has been published in 1985 and the last revision has been done in 2008.

The standard defines the representation of floating-point numbers [7] (Fig.B.1): This encodes the number:

$$
(-1)^{(\text {sign })} \cdot(\text { significand }) \cdot(\text { base })^{(\text {exponent })} .
$$

The size of the sign is always one bit: 0 for positive and 1 for negative numbers. Sizes of the exponent and significand depend on a specific format. For instance, for

| sign | exponent | significand |
| :--- | :--- | :--- |

Fig. B. 1 The IEEE 754 format
single-precision numbers, they have values 8 and 24 respectively, while for doubleprecision numbers: 11 and 53 .

What is the meaning of these values? Let us describe them subsequently.
The base is usually equal to 2 ; these are binary formats. Decimal formats, with base 10 are also defined by the standard; yet, they are less frequently used. The base is the part of the datatype and does not have to be stored.

The exponent is an integer number. It is stored in the form of a biased exponent, that is always positive. The unbiased exponent is the difference of the stored value and some number typical for a specific representation, e.g., 127 for the single-precision number (binary32) or 1023 for the double-precision one (binary64).

The significand, also called "coefficient" or, less precisely, "mantissa" is a noninteger of the form: $b_{n+1} \cdot b_{n} b_{n-1} \ldots b_{1} b_{0}$. The integer-part bit $b_{n+1}$ is usually equal to one and, as we shall see, it is not stored explicitly. The other bits fit in the remaining part of the data field.

Let us consider an example, to make the things more clear.
The number 1 has sign zero, significand $1.0000 \ldots 0$ and unbiased exponent one. So for the double-precision number, we shall represent it as follows:

- the sign bit: 0 ,
- the biased exponent: 1024 (stored on 11 bits), so that the unbiased exponent was: $1024-1023=1$,
- the mantissa of the significand: 52 zero bits, the leading 53 rd bit equal to one is not explicitly stored.

What are the feasible ranges of the exponent and significand? This is related to the size of these fields. For double-precision numbers, the (unbiased) exponent can have values from the interval [ $-1023 . .1024]$, but the extreme values have special meaning:

- the maximal possible value denotes infinities and NaNs ,
- the minimal possible value denotes zeros and so-called subnormal numbers.

Infinities $(+\infty$ and $-\infty)$ have the significand filled with zeros, and NaNs-with ones; these are the values that have the maximal possible exponent (1024 for the double numbers).

Also zeros have a special representation, as the assumption of the leading bit of the significand being equal to one, does not allow explicitly representing zeros. But when the exponent is minimal ( -1023 for the double-precision), this leading bit is assumed to be equal to zero. This is true for zeros and so-called subnormal numbers, also called denormal or denormalized numbers. Unlike zeros, they have a non-zero significand: $0 . b_{n} b_{n-1} \ldots b_{1} b_{0}$. Operations on subnormals are less precise than on "normal" numbers, yet still possible.

The above considerations show yet another peculiar feature of IEEE 754 floatingpoint number, called the signed zero concept: we have distinctly represented numbers +0.0 and -0.0 ! To make the things even more complicated, the standard requires them to be considered equal by comparison operators. Consequently, the following C++ program:

```
#include <iostream>
#include <cmath>
using namespace std;
int main() {
    double x{0.0};
    double y{-0.0};
    cout << boolalpha;
    cout << (x == y) << "\n"; //true
    cout << (signbit(x) == signbit(y)) << "\n"; //false
}
```

will print "true" in the first output operation, but false in the second one, which is far from being intuitive, but consistent and justified.

There are also several NaN values, as all non-zero significands (and both signs) for the maximal exponent value represents a NaN. This is also consistent, as-according to the standard-the comparison ( $\mathrm{NaN}==\mathrm{NaN}$ ) should return false.

These and many other interesting features of IEEE 754 arithmetic have fortunately little influence on the implementation of interval arithmetic. More important are rounding modes, but they have been described earlier in the monograph (Chap. 8). Also, Chap. 10 of [9] discusses several interesting issues of using the IEEE 754 format in interval arithmetic.

## B. 2 Fixed-Point Formats

Current processors typically have a built-in floating-point unit (FPU); this makes operations on such data relatively efficient. Nevertheless, there are still several devices-like microcontrollers or other CPUs devoted to embedded systems-that lack such a component. Using floating-point computations on this sort of hardware may be pretty expensive: not only with respect to time, but also energy consumption. As we have already stated in Chap. 9, interval algorithms have found several-actual and potential-applications in robotics, control, and measurement systems; hence, the possibility of their efficient execution in embedded systems is quite important. To the best knowledge of the author, such implementation of interval arithmetic has not been explicitly considered, yet.

There are a few formats for fixed-point computations; one of the most popular is the Q -format [15]. The idea is simple: numbers are stored as signed integers. We specify the number of bits that represent the fractional part ( $\mathrm{Q} m$ ) and (optionally) also the number of bits in the integer part (Qn.m). For instance: "Q16.16" means that the number will consist of 32 bits: 16 bits to store the integer part and 16-the fractional part. Please note that what is stored are just integer numbers; parameters $n$ and $m$ are part of the type, not of a specific fixed-point number.

Other words: we explicitly store integer nominators and denominators of type $2^{m}$ are implicit.

Thanks to the representation, three of the arithmetic operations: addition, subtraction and multiplication, can be performed by the direct use of their integer counterparts. Specifically:

$$
\begin{aligned}
\frac{K_{1}}{2^{m}}+\frac{K_{2}}{2^{m}} & =\frac{K_{1}+K_{2}}{2^{m}} \\
\frac{K_{1}}{2^{m}}-\frac{K_{2}}{2^{m}} & =\frac{K_{1}-K_{2}}{2^{m}} \\
\frac{K_{1}}{2^{m}} \cdot \frac{K_{2}}{2^{m}} & =\frac{\operatorname{int}\left(K_{1} \cdot K_{2} \cdot 2^{-m}\right)}{2^{m}}
\end{aligned}
$$

By int $(\cdot)$ we mean casting to integers: either $\lfloor\cdot\rfloor$ or $\lceil\cdot\rceil$, depending on if we want to round downwards or upwards. Obviously, multiplication by powers of two can be performed using a bit shift of the number.

Only the division has to be implemented in a more sophisticated manner, as we need to deal with division of nominators:

$$
\begin{equation*}
\frac{K_{1}}{2^{m}} \div \frac{K_{2}}{2^{m}}=\frac{\operatorname{int}\left(\frac{K_{1}}{K_{2}} \cdot 2^{m}\right)}{2^{m}} \tag{B.1}
\end{equation*}
$$

If we are to preform interval computations, outward rounding for addition and subtraction should be simple; for multiplication and division, the key is proper casting to integers. Obviously, proper rounding has to be performed also for the operators casting the Qn.m type to/from floating-point or integer numbers.

Neither the Q format nor any other fixed-point format is the part of current $\mathrm{C}++$ standards, but there are third-party implementations, like the libraries [8, 10], to name just modern C++11 packages. Several other ones can easily be found on the web-for instance the Java package [2].

## B. 3 A New Format-Unums

The term unum stands for "universal number"; this format has been developed by Gustafson in his 2015 book "The End of Error" [3]. The book sorely criticizes the existing representation of floating-point numbers, proposing a quite different format.

It is compatible with the IEEE floating-point standard, described earlier, but-as explained in [13]-some concepts form IEEE 754 are not necessary for unums.

The basic ideas can be formulated as follows:

1. The IEEE floating-point numbers have fixed sizes of the exponent and significand fields; by giving these fields variable sizes, we can highly increase the precision, using the same or smaller number of bits.
2. The IEEE floating-point numbers are a discrete subset of $\mathbb{R}$; unums instead contain either a precise number from a similar discrete set or an open interval between such numbers.

Thanks to the second "trick", unums are able (at least, in a certain sense) to represent all number from $\mathbb{R}$-not only from its discrete subset.

The format proposed in the book [3] has six fields, as in Fig. B.2.
The first three are similar to the IEEE 754 floating-point format, but-in contrast to the former-the exponent and significand may have various size. Then, we have the bit $u$, that indicates whether the unum represents an exact number ( $u=0$ ) or an open interval between the representable numbers ( $u=1$ ). Finally, the sizes of significand and exponent are stored. As we can observe, the format does not have a fixed size, which is its clear drawback. Nevertheless, the number of bits required to achieve a given precision is typically smaller, than for IEEE 74 floats.

Signed infinities can be represented for unums, as for floating-point numbers; there is also a NaN (not for unum 2.0 and 3.0 representations!), but it has a single representation only (and, according to [13], it is not necessary at all, only introduced for compatibility reasons).

The Gustafson's web page [6] contains several more papers and presentations, elaborating many more details of unums, including their new versions.

The unum approach has been criticized by William Kahan [11]. In response, Gustafson proposed a new version: unums 2.0, breaking the compatibility with IEEE 754 format, but fixing several of the drawbacks.

The latest version, unum 3.0 [5], is supposed to be hardware-friendly, as it has a fixed size of the overall data record and it allows implementing several operations using hardware-encoded integer procedures (and hence, very efficiently). The format for unum 3.0 has been presented in Fig.B.3.

Only the (single-bit) sign and (variable-sized) regime are mandatory. The regime either occupies the rest of the record or stops at some place, leaving some place for the other two fields.

The regime contains an integer number, coded in unary: it is a bit-string containing of identical bits. The regime field ends when either a bit with different value is

| sign | exponent | significand | u | exponent's size | significand's size |
| :--- | :--- | :--- | :--- | :--- | :--- |

Fig. B. 2 The unum 1.0 format

| sign | regime | exponent | fraction |
| :--- | :--- | :--- | :--- |

Fig. B. 3 The unum 3.0 format
encountered or the whole record ends. Thanks to this representation, the regime field can have a variable length, not coded elsewhere. The regime bit string can consist either of zeros followed by a one or by ones followed by a zero. These two possibilities allow to code the sign of the encoded number: $k=-m$, for the first case, and $k=m-1$, for the second one. This value defines the scaling factor.

If there are free bits after the regime field, there is an exponent; it has a fixed size es in this format. The exponent is not biased, neither has it a sign: it is always a positive number, encoded in binary.

The overall encoded number is:

$$
(-1)^{(\text {sign })} \cdot 2^{k \cdot 2^{e s}} \cdot 2^{(\text {exponent })} \cdot(1 \text { fraction })
$$

There is no NaN for this representation, as special values can be represented as sets of numbers (so-called valids, in contrast with precise unums-posits), e.g., $\sqrt{-1}=\emptyset$, $0 / 0=[-\infty,+\infty], 1^{\infty}=[0,+\infty]$, etc.; cf. [4].
Ubounds
Intervals having unums as their endpoints are called ubounds [6]. There is an interesting subtlety with this representation: when the bounds are, e.g., type 1.0 unums with the $u$-bit set to 1 -open sets of "non-representable" numbers-the whole interval becomes open, also. A discussed in Sect. 1.11B of [18] (cf. also Sect. 2.8 of this monograph), using non-closed intervals in the interval calculus may lead to various mathematical difficulties.

On the other hand, we can restrict the bounds of such intervals to "precise" unums (posits), only. The problems seems to require further studies and achieving some concensus in the community.

## Use of Unums

As stated above, the unum approach has been criticized, but also it has its advocates. Kulisch in [13] encourages their use, claiming that (as IEEE floating-points) they are compatible with the theory of rounded computations [12].

Currently, to the best knowledge of the author, experimental implementations for the Julia [1] and Matlab [14] languages have been introduced. Also, Ruffaldi implemented Python 3.5 [17] and C++11 [16] packages. Yet it remains to be seen, if the idea will get universally accepted or not.
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## Appendix C

## Implementations of the Interval Class in Various Languages

Various implementations, in several programming languages, can be provided. As indicated elsewhere, we can find several C and $\mathrm{C}++$ libraries (cf. Chap. 8) and, e.g., some Julia [2] and OCaml codes [3].

In this Appendix, let us present a few toy implementations for some other popular languages. They will not be complete: to spare space, we shall only define the format for printing intervals and two arithmetic operations: addition and multiplication. Subtraction and division can easily be added, for all presented implementations.

Despite their simplicity, the presented interval data types are not completely useless. Not only can they be used for educational purposes, but also they may find applications in distributed systems, where various components are written in different languages. Such heterogeneous, multi-language systems are usually based on some message-oriented middleware (the simple ZeroMQ [13] or more advanced RabbitMQ [11], possibly Kafka [7] or yet another message broker) or remote procedure call (SOAP, XML-RPC, JSON-RPC, etc.). In such distributed applications, the core computations would probably be performed by C, C++, Fortran or another high-performance language, but the user interface is likely to be manufactured in some web technology, like JavaScript. Also, gathering and reduction of the data will possibly require less computational efficiency.

Obviously, just for the data transfer and user experience, we need only the representation of an interval, using a pair of numbers. But other operations will be handy not only for the debugging purposes, but also, as already indicated, for data reduction.

Python, which we present first, is particularly often used as a "glue" for several technologies in Web services and similar frameworks. Hence, the Python-based implementation of the interval data type might turn out to be particularly useful.

## C. 1 Python 3

The language created by Guido van Rossum is pretty popular in the scientific computing community. There exist (or at least have existed) proficient implementations of the interval calculus in Python, e.g., in the Sage package, currently renamed to SageMath [12].

Here, let us present a simple class in Python 3:

```
class Interval:
    def __init__(self, lb, ub):
        self.lb, self.ub = lb, ub
    def __str__(self):
        return "[" + str(self.lb) + ", " + str(self.ub) + "]"
    def __add__(self, a):
        return Interval(self.lb + a.lb, self.ub + a.ub)
    def __mul__(self, a):
        lb = min(self.lb*a.lb, self.lb*a.ub, self.ub*a.lb, self.ub*a.ub)
        ub = max(self.lb*a.lb, self.lb*a.ub, self.ub*a.lb, self.ub*a.ub)
        return Interval(lb, ub)
    # ... (insert other arithmetic operations here) ...
    def __pow__(self, n):
        if (n % 2 != 0):
            return Interval(self.lb ** n, self.ub ** n)
        else:
            a, b = self.lb ** n, self.ub ** n
            if self.lb > 0 or self.ub < 0:
                if a <= b:
                    return Interval(a, b)
                else:
                        return Interval(b, a)
            else:
                # the interval contains zero
                return Interval(0, max(a, b))
if ___name___= "__main__":
    x = Interval(1.0, 2.0)
    y = Interval(2.0, 4.0)
    z = x + y
    print(z)
```

In addition to the two arithmetic operations, we have defined the power function, also. Python has the operator ** for computing the power of an argument. In the above implementation, n is assumed to be an integer number.

If we wanted to have directed rounding in Python, we could use, in particular, the mpmath package, allowing operations, like:

```
lb = fadd(a.lb, b.lb, rounding='d')
ub = fadd(a.ub, b.ub, rounding='u')
```

It is worth noting, that switching the rounding mode may not be supported in some of the Python runtime environments; and example is Jython, as described below. Yet, the most popular ones: CPython and PyPy should handle such operations properly.

Python provides us also several other tools, like the Decimal type, various extensions of the NumPy package (including the nextafter () function) or possibility to run C code [4]; they are beyond the scope of this survey.

## C. 2 C\#

An analogous C\# class can be defined in the following manner:

```
using System;
class Interval {
    public double lb;
    public double ub;
    public Interval(double lb_=0.0, double ub_=0.0) {
        lb = lb_;
        ub = ub_;
    }
    public override string ToString() {
        return "[" + lb.ToString() + ", " + ub.ToString() + "]";
    }
    public static Interval operator+ (Interval a, Interval b) {
        Interval result = new Interval();
        result.lb = a.lb + b.lb;
        result.ub = a.ub + b.ub;
        return result;
    }
    public static Interval operator* (Interval a, Interval b) {
        Interval result = new Interval();
        result.lb = Math.Min(a.lb*b.lb, a.lb*b.ub, a.ub*b.lb, a.ub*b.ub);
        result.ub = Math.Max(a.lb*b.lb, a.lb*b.ub, a.ub*b.lb, a.ub*b.ub);
        return result;
    }
    // ... (insert other arithmetic operations here) ...
}
public class Example {
    static void Main(string[] args) {
        Interval x = new Interval(1.0, 2.0);
        Interval y = new Interval(2.0, 4.0);
        Interval z = x + y;
        Console.WriteLine(z);
    }
}
```

Proficient C\# programmers would probably implement fields 1 b andub as private, and provide setters and getters for them, but let us stick to the presented version for simplicity.

If we wanted to use directed rounding, it is possible, also-at least since .NET framework 2.0-yet not very convenient. The Math. Round () method allows us to choose the rounding mode. Precisely, we have the following syntax:

```
public static double Round (double value,
    int digits,
    MidpointRounding mode)
```

where the mode can have values: AwayFromZero or ToEven [10]. Explicit rounding towards $+\infty$ or $-\infty$ is, to the best knowledge of the author, not possible-at least not in a simple manner.

Another solution is to use the nextafter () function (from the math package), that returns the next representable number towards a give direction. We shall not discuss the details here, as an analogous solution is available for Java, Scala, Golang, etc.; so, we refer to the sections devoted to these languages.

Yet another possibility is to use the Decimal type - different from IEEE floatingpoint types.

C\# is not the only language working in the .NET runtime environment. It is worthwhile to mention at least two other languages: F\# and Visual Basic. The former is similar to OCaml, so the aforementioned library in this programming language [3] could possibly be translated to F\#. As for the latter one, it is rarely used by the scientific computing community, and we shall not discuss it. Other languages, working on the CLR (in Particular IronPython and IronRuby), have not gained much popularity.

Python and C\# have allowed us to overload operators, making the implementation of the interval data type quite nice and easy to use. We get the same freedom in Ruby or Scala, but not in all languages.

## C. 3 Java

Java is similar to C\#, but, as we shall see, there are various differences. In particular:

- operators cannot be overloaded,
- there are no default values of function arguments,
- some other operations are less convenient, e.g., computing the minimum or maximum of a sequence.

```
class Interval {
    public double lb;
    public double ub;
    public Interval(double lb_, double ub_) {
        lb = lb_;
        ub = ub_;
    }
    public Interval() {}
    public String toString() {
        return "[" + lb + ", " + ub + "]";
    }
    public static Interval add (Interval a, Interval b) {
        Interval result = new Interval();
        result.lb = a.lb + b.lb;
        result.ub = a.ub + b.ub;
        return result;
    }
    public static Interval mult (Interval a, Interval b) {
        Interval result = new Interval();
        result.lb = Math.min(a.lb*b.lb, Math.min(a.lb*b.ub,
                        Math.min(a.ub*b.lb, a.ub*b.ub)));
        result.ub = Math.max(a.lb*b.lb, Math.max(a.lb*b.ub,
                        Math.max(a.ub*b.lb, a.ub*b.ub)));
        return result;
    }
    // ... (insert other arithmetic operations here) ...
}
public class IntervalExample {
    public static void main(String[] args) {
        Interval x = new Interval(1.0, 2.0);
        Interval y = new Interval(2.0, 4.0);
        Interval z = Interval.add(x, y);
        System.out.println(" " + z);
    }
}
```

As for C\#, Java programmers would probably prefer to implement fields 1 lb and ub as private, and provide setters and getters for them.

It has to be noted that for Java, we cannot change the rounding mode. The point 2.8.1 of the Oracle's documentation makes it clear: "The rounding operations of the Java Virtual Machine always use IEEE 754 round to nearest mode. Inexact results are rounded to the nearest representable value, with ties going to the value with a zero least-significant bit. This is the IEEE 754 default mode. But Java Virtual Machine instructions that convert values of floating-point types to values of integral types
round toward zero. The Java Virtual Machine does not give any means to change the floating-point rounding mode." [6].

This property of JVM has been severely criticized [5]. Probably, we can still enforce switching the rounding mode, by calling C functions from Java.

Yet another possibility is to use the function nextAfter () from the java. lang. Math package to extend the lower bound downwards and the upper bound upwards. Such an interval will be more overestimated than in case of using the properly rounded arithmetic operation, but will be guaranteed to contain the actual value. For instance, the method add () of the Interval class could look as follows:

```
public static Interval add (Interval a, Interval b) {
    Interval result = new Interval();
    result.lb = java.lang.Math.nextAfter(a.lb + b.lb,
        Double.NEGATIVE_INFINITY);
    result.ub = java.lang.Math.nextAfter(a.ub + b.ub,
        Double.POSITIVE_INFINITY);
    return result;
}
```

As the former version of the presented Java application prints:

```
[3.0, 6.0]
```

after the change we obtain:

```
[2.9999999999999996,6.000000000000001]
```

Also, it is worth noting that, in the past, some effort has been put to incorporate intervals in the Java standard library (the names of William Walster and David Hough have to be mentioned here) [9]. Unfortunately, to the best knowledge of the author, these efforts have not been successful.

## C. 4 Scala

Java is not the only language working on the JVM (Java Virtual Machine). Another one, that has been continuously becoming more and more popular, is Scala. Not only is it much more succinct than Java, but also it allows operator overloading.

Programs can be written in Scala in various manners; in particular, they can adopt several features of functional programming. Here let us show a simple sample class, representing an interval:

```
class Interval(val lba: Double, val uba: Double) {
    var lb: Double = lba
    var ub: Double = uba
    def this() = this(0.0, 0.0)
```

```
    override def toString = "[" + lb + ", " + ub + "]"
    def +(x: Interval) = new Interval(lb + x.lb, ub + x.ub)
    def *(x: Interval) = new Interval(math.min(lb*x.lb,
        math.min(lb*x.ub, math.min(ub*x.lb, ub*x.ub))),
        math.max(lb*x.lb, math.max(lb*x.ub,
            math.max(ub*x.lb, ub*x.ub))))
    // ... (insert other arithmetic operations here) ...
}
object IntervalExample extends App {
    val a = new Interval(1.0, 2.0)
    val b = new Interval(2.0, 4.0)
    val c = a + b
    println(c)
}
```

As in Scala the "underline" sign has a special meaning, we had to change the convention of naming the constructor's arguments, that we had used for C\# and Java.

Despite its elegance, Scala suffers all the limitations of the JVM, described in the previous section. And, obviously, this applies to all other languages working on the JVM: Jython, Groovy, Clojure, Kotlin, etc.

Nevertheless, we can apply the same remedy, as for Java-function nextAfter. The modified plus operator is presented by the following code:

```
def +(x: Interval) : Interval = {
    val resultlb: Double = java.lang.Math.nextAfter(lb + x.lb,
        Double.NegativeInfinity)
    val resultub: Double = java.lang.Math.nextAfter(ub + x.ub,
        Double.PositiveInfinity)
    return new Interval(resultlb, resultub)
}
```


## C. 5 Golang

Another language that has been gaining growing popularity in the recent years is the Google's Golang. The name is sometimes abbreviated simply as "Go"; we shall not use this version of the name, to avoid confusion with Go!, the agent-based language of Francis McCabe and Keith Clark and other tools.

Golang is simple and elegant, yet pretty different from other languages presented in this chapter. It is not "essentially" object-oriented, yet it makes use of several object-like concepts. We do not define "classes" in Golang, yet we can define structures. All functions and "methods" are defined outside the structure, but the structure can implement an interface.

In particular, our structure named Interval implements the interface Stringer. However, please note, we nowhere have any "implements" declaration as we would have in Java or C\#. The relation between these two entities is deduced by the compiler from the fact that the function String() is used for the structure Interval (actually, it is used implicitly, in our program).

The name "Stringer" refers to "the interface that contains the method String ( )". This is a widely accepted convention in Golang that an interface contains only a single method and its name is identical to the method's name with suffix "-er".

All details can be found in the on-line documentation for Golang and several tutorials available [8].

```
package main
import "fmt"
import "math"
type Interval struct {
        lb float64
        ub float64
}
func (x Interval) String() string {
    return fmt.Sprintf("[%v, %v]", x.lb, x.ub)
}
func (a Interval) add (b Interval) Interval {
    result := Interval{0, 0}
    result.lb = a.lb + b.lb
    result.ub = a.ub + b.ub
    return result
}
func (a Interval) mult (b Interval) Interval {
    result := Interval{0, 0}
    result.lb = math.Min(a.lb*b.lb, math.Min(a.lb*b.ub,
            math.Min(a.ub*b.lb, a.ub*b.ub)))
        result.ub = math. Max(a.lb*b.lb, math. Max(a.lb*b.ub,
            math.Max(a.ub*b.lb, a.ub*b.ub)))
    return result
}
func main() {
    a := Interval{1.0, 2.0}
    b := Interval{2.0, 4.0}
    c := a.add(b)
    fmt.Println(c)
}
```

There is no operator overloading (nor even function overloading!) in Golang, so we cannot define arithmetic operators for the interval type.

The inconvenient computation of minimum and maximum of several numbers can be improved by defining, e.g., the following function:

```
func min(args ...float64) float64 {
    min := args[0]
    for _, x := range args[1:] {
        min = math.Min(min, x)
    }
    return min
}
```

Now, we can simply write:

```
result.lb = min(a.lb*b.lb, a.lb*b.ub, a.ub*b.lb, a.ub*b.ub)
```

The author has not been able to track down any information about switching the rounding modes in Golang. However, in the math package, we have a convenient function Nextafter (), analogous to previously discussed languages. It allows, in particular, the following implementation of addition:

```
func (a Interval) add (b Interval) Interval {
    result := Interval{0, 0}
    result.lb = math.Nextafter(a.lb + b.lb, math.Inf(-1))
    result.ub = math.Nextafter(a.ub + b.ub, math.Inf(1))
    return result
}
```

Obviously, multiplication and other arithmetic operations can be written in a similar manner.

## C. 6 JavaScript

Let us finish this short survey with a JavaScript implementation sample. It is interesting, as this language (prior to ECMAScript 6 specification) followed a pretty unique variant of object-oriented programming: it had no "classes", understood as other object-oriented languages have, but only objects.

The below code should illustrate this idea:

```
function Interval (lb, ub) {
    this.lb = lb;
    this.ub = ub;
    this.show = showInterval;
    this.add = addIntervals;
    // ... (insert other interval operations here) ...
}
function showInterval() {
    document.write ("[" + this.lb + ", " + this.ub + "]");
}
```

```
function addIntervals(a, b) {
    return new Interval(a.lb + b.lb, a.ub + b.ub);
}
var a = new Interval (1.0, 2.0); var b = new Interval (2.0, 4.0);
var c = a.add(b); c.show();
```

JavaScript does not support operator overloading; there are some tricks to fake it, but they do not seem applicable to our case.

It is not surprising that JavaScript does not seem to allow control of the rounding mode or functions like nextAfter () : numerical computations are not the focus of this language. Yet, the implementation is, in the opinion of the author, significant, as JavaScript is ubiquitous in today web development: both on client and server (node.js) sides; hence it is likely to be used as a web interface to our interval solver: both for data input and results presentation.

## C. 7 Summary

We have presented some basic implementations of the interval data type in a few popular programming languages. The author had also two other implementations: in PHP and Fortran 95, but decided against presenting them. PHP seems too irrelevant for scientific computing and Fortran is too verbose. It is also worth noting that there exist proficient implementations of the interval arithmetic in Fortran, like GlobSol, mentioned in Chap. 8 (see also [1]).

It would be worthwhile to provide such implementations for many other technologies. Kotlin and F\# have already been mentioned. Other tools worth attention are functional languages, like the famous Haskell.
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## Solutions

## Problems of Chap. 2

$2.1 \mathrm{f}([-2,-1])=[-7,3] \supset[-4,0]=\operatorname{range}(f,[-2,-1])$

$$
\begin{aligned}
& \mathrm{f}([1,2])=[2,12]=\operatorname{range}(f,[1,2]) \\
& \mathrm{f}([-2,2])=[-8,12] \supset[-4,12]=\operatorname{range}(f,[-2,2])
\end{aligned}
$$

### 2.2 Distributivity of interval multiplication

(a) Yes. (b) Yes. (c) Yes. (d) Yes. (e) No. (f) No.
2.3 Consider $\mathbf{x}=[0,5]$ and $\mathbf{y}=[1,3]$. We have three possibilities:
(a) $H_{1}=\{X \in[0,1]$ and $Y \in[1,3]\}$,
(b) $H_{2}=\{X \in[1,3]$ and $Y \in[1,3]\}$,
(c) $H_{3}=\{X \in[3,5]$ and $Y \in[1,3]\}$.

Please note that $X \leq Y$ is certain for $H_{1}$, possible for $H_{2}$ and has probability zero (only the unlikely case of $X=Y=3$ ) for $H_{3}$. The basic probability assignment to these events are:

$$
\begin{aligned}
& P\left(H_{1}\right)=\frac{1-0}{5-0} \cdot \frac{3-1}{3-1}=\frac{1}{5}=0.2, \\
& P\left(H_{2}\right)=\frac{3-1}{5-0} \cdot \frac{3-1}{3-1}=\frac{2}{5}=0.4, \\
& P\left(H_{3}\right)=\frac{5-3}{5-0} \cdot \frac{3-1}{3-1}=\frac{2}{5}=0.4 .
\end{aligned}
$$

And we obtain:

$$
\begin{aligned}
\operatorname{Bel}(\{X \leq Y\}) & =P\left(H_{1}\right)=0.2 \\
\operatorname{Pl}(\{X \leq Y\}) & =P\left(H_{1}\right)+P\left(H_{2}\right)=0.6
\end{aligned}
$$

Obviously, for $\mathbf{x}=[0,3]$ and $\mathbf{y}=[3,5]$, we have:

$$
\operatorname{Bel}(\{X \leq Y\})=\operatorname{Pl}(\{X \leq Y\})=1
$$

2.4 Various implementations, in several programming languages, can be provided. On the web we can find several C and C++ libraries (cf. Chap.8) and, e.g., some OCaml codes [1]. We present implementations in a few other languages in Appendix C.

Yet, it is worth noting that, to obtain a useful code, one has to implement many more functions. We need not only operations on two intervals, but also, e.g., operations on an interval and a number. Covering all necessary cases (not to mention compatibility with the IEEE Std 1788-2015) may be quite cumbersome and in some languages, the programmer might face some limitations, e.g., in Lua, the operands should be of the same type.

This exercise shows, it is worthwhile to use third-party libraries for the interval calculus; cf. Chap. 8 .
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