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Abstract—This paper is a critical survey of the interval optimization methods aimed at computing
global optima for multivariable functions. To overcome some drawbacks of traditional deterministic
interval techniques, we outline some ways of constructing stochastic (randomized) algorithms in
interval global optimization, in particular, those based on the ideas of random search and simulated
annealing.
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1. INTRODUCTION
The subject of this paper is a global optimization problem for a real-valued function F : X → R on a

rectangular bar X ⊂ R
n whose sides are parallel to the coordinate axes, which reads thus:

find min
x∈X

F (x). (1)

To solve problem (1) with no a priori information on the character of global behavior of an objective
function and on the structure of its local extrema, we must use methods providing, in one form or another,
search and comparison of all points in domain. Such are, for instance, methods of nonuniform covering
[4] or various versions of multistart (see [5]). Among these, also, are various interval techniques for
solving problem (1) based on adaptive (in accordance with a branch and bound strategy) partitioning of
the domain of the function being optimized, and interval estimation of its range over the subdomains that
obtain (see, for instance, [16, 17, 20, 22]). In dealing with optimization problems (1) of small to moderate
scale n, such interval methods of global optimization, being deterministic procedures, make it possible
to reliably find guaranteed two-sided bounds for both the optimum and corresponding argument values.

For practical optimization of functions of multiple variables, it is reasonable to use probabilistic
methods. In modern interval analysis, however, such have not been developed. In this paper, general
principles are propounded for constructing stochastic interval global optimization algorithms combining
an interval subdomain estimation technique with execution control randomization. In particular, we
present interval global optimization algorithms based on the following: (1) random search, and (2)
“simulated annealing,” a popular method of stochastic optimization, which borrows its name from a
physical process in [19]. Preliminarily, some of the present results were announced in [11].

It should be noted that in the most general case, solving the problem of global optimization is a
difficult task. The existing numerical methods basically aim at finding and comparing values of all local
optima of the objective function. This is not due to the fact that these methods are bad or that modern
optimization theory is underdeveloped, etc. In [3], it was proved that even for a polynomial objective
function F (x), global optimization problem (1) is NP-hard. This, in fact, is equivalent to admitting that
the required cost is not less than an exponential function of the scale n. A recent effective result in this
direction is the Kearfott–Kreinovich theorem [18] which says that the solution to global optimization
problem (1) beyond the class of convex objective functions is NP-hard.
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